KEY FORMULAS

Chapter 2 ¢ Organizing and Graphing Data

+ Relative frequency of a class = f/Xf

« Percentage of a class = (Relative frequency) X 100

« Class midpoint or mark = (Upper limit + Lower limit)/2
« Class width = Upper boundary — Lower boundary

« Cumulative relative frequency
Cumulative frequency

" Total observations in the data set

- Cumulative percentage
= (Cumulative relative frequency) X 100

Chapter 3 * Numerical Descriptive Measures
+ Mean for ungrouped data: u = 2x/N and X = 2x/n

+ Mean for grouped data: w = 2mf/N and x = Zmf/n
where m is the midpoint and f is the frequency of a class

- Median for ungrouped data
= Value of the middle term in a ranked data set

- Range = Largest value — Smallest value

- Variance for ungrouped data:
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where o~ is the population variance and s- is the sample
variance
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- Standard deviation for ungrouped data:

and s =

where o and s are the population and sample standard de-
viations, respectively

« Variance for grouped data:
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- Standard deviation for grouped data:
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- Chebyshev’s theorem:
For any number k greater than 1, at least (1 — 1/&%) of the
values for any distribution lie within & standard deviations
of the mean.

- Empirical rule:
For a specific bell-shaped distribution, about 68% of the ob-
servations fall in the interval (w — o) to (u + o), about
95% fall in the interval (w — 207) to (i + 20), and about
99.7% fall in the interval (. — 30) to (n + 30).

- O, = First quartile given by the value of the middle term
among the (ranked) observations that are less than the
median

O, = Second quartile given by the value of the middle term
in a ranked data set

O; = Third quartile given by the value of the middle term
among the (ranked) observations that are greater than
the median

- Interquartile range: IQR = Q; — O,

- The kth percentile:
kn )
P, = Value of the 100 th term in a ranked data set

- Percentile rank of x;
Number of values less than x;

= 100
Total number of values in the data set

Chapter 4 - Probability

- Classical probability rule for a simple event:
1

Total number of outcomes

P(E) =
- Classical probability rule for a compound event:

P(4)

- Relative frequency as an approximation of probability:

_ Number of outcomes in 4

" Total number of outcomes

P(4) = f—:
- Conditional probability of an event:
P(4 and B) P(4 and B)
P(A4|B) = W and P(B|4) = W

- Condition for independence of events:
P(4) = P(4|B) and/or P(B) = P(B|A)
- For complementary events: P(4) + P(/_i) =1
- Multiplication rule for dependent events:
P(4 and B) = P(4) P(B|4)
- Multiplication rule for independent events:
P(4 and B) = P(4) P(B)



- Joint probability of two mutually exclusive events:
P(4and B) = 0
- Addition rule for mutually nonexclusive events:
P(4orB) = P(4) + P(B) — P(4 and B)
- Addition rule for mutually exclusive events:
P(4 or B) = P(A) + P(B)

Chapter 5 * Discrete Random Variables and Their
Probability Distributions

- Mean of a discrete random variable x: u = 2xP(x)
- Standard deviation of a discrete random variable x:
o= VIx'P(x) — u’
- n factorial: n!=nn — 1)(n —2)...3-2-1
- Number of combinations of # items selected x at a time:
n!

G = x!(n — x)!

- Number of permutations of n items selected x at a time:
n!

(n — x)!

- Binomial probability formula: P(x) =

n PX =

X

Wl Dq"
- Mean and standard deviation of the binomial distribution:
n=mnp and o = Vnpq

- Hypergeometric probability formula:

er -r Cn -X
P(x) = r=x N-orxn—x
N Cn

- —A
- Poisson probability formula: P(x) = e’
x!

- Mean, variance, and standard deviation of the Poisson prob-
ability distribution:

w=A o’>=AX and o= VA

Chapter 6 * Continuous Random Variables
and the Normal Distribution

X = p
g

. z value for an x value: z =

- Value of x when u, o, and z are known: x = u + zo

Chapter 7 - Sampling Distributions

- Mean of x: u; = p

. Standard deviation of x when n/N = .05: o053 = o/ Vn
X~

Ox

. zvalue forx: z =

- Population proportion: p = X/N

- Sample proportion: p = x/n

+ Meanof p: pu; =p

- Standard deviation of p when n/N = .05: o; = Vpq/n
p—p

- zvalue for p: z =
9h

Chapter 8 ° Estimation of the Mean and Proportion
- Point estimate of u = x

- Confidence interval for p using the normal distribution
when o is known:

X * zox where o= 0/Vn

- Confidence interval for u using the ¢ distribution when o is
not known:

X * ts; where sz =s/Vn
- Margin of error of the estimate for u:
E=zo; or ts;
- Determining sample size for estimating u.:
n = z*c?/E?
- Confidence interval for p for a large sample:
p * zs; where s; = Vpg/n
- Margin of error of the estimate for p:
E = zs; where 55 = Vpq/n

- Determining sample size for estimating p:
n = z°pq/E?

Chapter 9 * Hypothesis Tests about the Mean
and Proportion

- Test statistic z for a test of hypothesis about w using the
normal distribution when o is known:

X — " o
where o= ——
0% YV
. Test statistic for a test of hypothesis about u using the ¢ dis-
tribution when o is not known:

z =

t R h a
=— where s55=—+
Sy YoVn
. Test statistic for a test of hypothesis about p for a large
sample:

Pq

z=—— where o;=
n



Chapter 10 - Estimation and Hypothesis Testing:
Two Populations

- Mean of the sampling distribution of x; — X,:
My —x, = M1 — M2
- Confidence interval for u; — u, for two independent

samples using the normal distribution when o, and o, are
known:

L 7o
(X; = x,) = zoy 5, where oy _; = . + o
1 2

- Test statistic for a test of hypothesis about w, — u, for two
independent samples using the normal distribution when o,
and o, are known:

(m1 — o)
05,5,

_ (7‘1 _752) B

- For two independent samples taken from two populations
with equal but unknown standard deviations:

Pooled standard deviation:
\/(”1 - 1)5% + (n, — 1)55
s, =

n +n, — 2

Estimate of the standard deviation of x; — x;:

Confidence interval for u; — u, using the ¢ distribution:
(X) = x) = 1555,
Test statistic using the ¢ distribution:
;= () = x) = (u1 — po)
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- For two independent samples selected from two populations
with unequal and unknown standard deviations:

)
ny 1y
Degrees of freedom: df = W
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n
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Estimate of the standard deviation of x; — x,:

st 8
St-%m = Al Tt —
b ny n

Confidence interval for w;, — w, using the ¢ distribution:
(X) = x) = 1555,
Test statistic using the ¢ distribution:
_ (X1 = %) = (11 = 1)

S5, -%,

- For two paired or matched samples:
Sample mean for paired differences: d = d/n
Sample standard deviation for paired differences:

Mean and standard deviation of the sampling distribution
of d:

w; = pmy and s7=s,/Vn
Confidence interval for w, using the ¢ distribution:
d = ts; where s3=s,/\Vn

Test statistic for a test of hypothesis about u, using the ¢
distribution:

- For two large and independent samples, confidence interval
for p, — py:

o P— -+ A A A A =
(Br = P2) * zs5,-5, where 55

- For two large and independent samples, for a test of
hypothesis about p; — p, with Hy: p; — p, = O:
Pooled sample proportion:
mpy + nypy
n, + n,

x; +x

p_nl+n2

Estimate of the standard deviation of p;, — p,:

[
sﬁl_P: - rq n n,

(P1 = P2) = (p1 — P)

Spi=p»

Test statistic: z =

Chapter 11 ¢ Chi-Square Tests
- Expected frequency for a category for a goodness-of-fit
test:
E=mnp
- Degrees of freedom for a goodness-of-fit test:
df = k — 1 where k is the number of categories

- Expected frequency for a cell for an independence or ho-
mogeneity test:

_ (Row total)(Column total)
B Sample size

- Degrees of freedom for a test of independence or
homogeneity:

df=(R—1)(C—1)
where R and C are the total number of rows and columns,
respectively, in the contingency table



- Test statistic for a goodness-of-fit test and a test of inde-
pendence or homogeneity:
(0 - EY
2z 3
X E
- Confidence interval for the population variance o
(n — 1)s? (n — 1)s?
X i/z Xi- af2
- Test statistic for a test of hypothesis about o
, (n—1)s

2
a

Chapter 12 « Analysis of Variance

Let:
k = the number of different samples
(or treatments)

n; = the size of sample i
T, = the sum of the values in sample i
n = the number of values in all samples
ng+n,+ny+ -
the sum of the values in all samples
L+ T+ T+
Sx? = the sum of the squares of values in all samples
- For the F distribution:
Degrees of freedom for the numerator = k£ — 1

2

Degrees of freedom for the denominator = n — k
- Between-samples sum of squares:
2 12 T2 Sx)?
SSBz(_1+_2+_3+... _( )
ny By, Ny n
- Within-samples sum of squares:

TF T P
SSW=2.\'2_(_1+_2+_3+ )
ny ny n3

- Total sum of squares:
(Za)’

n

SST = SSB + SSW = 32

- Variance between samples: MSB = SSB/(k — 1)
- Variance within samples: MSW = SSW/(n — k)

- Test statistic for a one-way ANOVA test:
F = MSB/MSW

Chapter 13 « Simple Linear Regression
- Simple linear regression model: y = 4 + Bx + €

- Estimated simple linear regression model: # = a + bx

- Total sum of squares: SST = Xy~

- Sum of squares of xy, xx, and yy:

(S0

n

SS,, = Zx* — (2'—:) and SS, = 3y’ — (2?1)‘

SS,, = 2xy

F

- Least squares estimates of 4 and B:

b=SS,,/SSy and a=y—bx

- Standard deviation of the sample errors:

/SSH. = b'SS;;
s, = ) ;
n—2

- Error sum of squares: SSE = X’ = X(y — )’

, (5

n

- Regression sum of squares: SSR = SST — SSE
- Coefficient of determination: 7> = b SS,,/SS,,

- Confidence interval for B:

b = ts, where s,=35,/VSS,

. . b—B
- Test statistic for a test of hypothesis about B: t = e
b
- SS,,
- Linear correlation coefficient: r = ————
VS, SS,,
- Test statistic for a test of hypothesis about p:
; n—2
= "
1—r?
- Confidence interval for p,
P * ts;, where s; =
- Prediction interval for y,:
(v — )

1
$ * ts; where s; =s5,./1 +—+—
; 2 e n SS..



