
 



• Joint probability of two mutually exclusive events:

• Addition rule for mutually nonexclusive events:

• Addition rule for mutually exclusive events:

Chapter 5 • Discrete Random Variables and Their
Probability Distributions

• Mean of a discrete random variable x: m 5 SxP(x)

• Standard deviation of a discrete random variable x:

• n factorial: n! 5 n(n 2 1)(n 2 2) . . . 

• Number of combinations of n items selected x at a time:

• Number of permutations of n items selected x at a time:

• Binomial probability formula:

• Mean and standard deviation of the binomial distribution:

• Hypergeometric probability formula:

• Poisson probability formula:

• Mean, variance, and standard deviation of the Poisson prob-
ability distribution:

Chapter 6 • Continuous Random Variables 
and the Normal Distribution

• z value for an x value:

• Value of x when m, s, and z are known: x 5 m 1 zs

Chapter 7 • Sampling Distributions

• Mean of 

• Standard deviation of when nyN # .05:

• z value for x : z 5
x 2 m

sx

sx 5 s/1nx

x : mx 5 m

z 5
x 2 m

s

m 5 l, s2 5 l, and s 5 1l
P1x2 5

lx e2l

x!

P1x2 5
rCx N2rCn2x

NCn

m 5 np and s 5 1npq
P1x2 5 nCx p

x q n2x

n Px 5
n!

1n 2 x2!

nCx 5
n!

x!1n 2 x2!

3 ? 2 ? 1

s 5 2Sx 2P1x2 2 m2

P1A or B2 5 P1A2 1 P1B2

P1A or B2 5 P1A2 1 P1B2 2 P1A and B2

P1A and B2 5 0

• Population proportion: p 5 XyN

• Sample proportion: 

• Mean of 

• Standard deviation of when 

• z value for 

Chapter 8 • Estimation of the Mean and Proportion

• Point estimate of 

• Confidence interval for m using the normal distribution
when s is known:

where

• Confidence interval for m using the t distribution when s is
not known:

• Margin of error of the estimate for m:

• Determining sample size for estimating m:

n 5 z 2
s

2yE2

• Confidence interval for p for a large sample:

• Margin of error of the estimate for p:

• Determining sample size for estimating p:

n 5 z 2pqyE2

Chapter 9 • Hypothesis Tests about the Mean 
and Proportion

• Test statistic z for a test of hypothesis about m using the
normal distribution when s is known:

• Test statistic for a test of hypothesis about m using the t dis-
tribution when s is not known:

• Test statistic for a test of hypothesis about p for a large
sample:

z 5
p̂ 2 p

sp^
 where sp^ 5 Apqn

t 5
x 2 m

sx
 where sx 5

s1n

z 5
x 2 m

sx
 where  sx 5

s2n

E 5 zsp^ where sp^ 5 1p̂q̂/n
p̂ 6 zsp^ where sp^ 5 2p̂q̂/n

E 5 zsx or tsx

x 6 tsx  where sx 5 s/1n
sx 5 s/1nx 6 zsx

m 5 x

p̂: z 5
p̂ 2 p

sp^

n/N # .05: sp^ 5 1pq/np̂

p̂: mp^ 5 p

p̂ 5 x/n



Chapter 10 • Estimation and Hypothesis Testing:
Two Populations

• Mean of the sampling distribution of 

• Confidence interval for m1 2 m2 for two independent
samples using the normal distribution when s1 and s2 are
known:

where

• Test statistic for a test of hypothesis about m1 2 m2 for two
independent samples using the normal distribution when s1

and s2 are known:

• For two independent samples taken from two populations
with equal but unknown standard deviations:

Pooled standard deviation:

Estimate of the standard deviation of :

Confidence interval for using the t distribution:

Test statistic using the t distribution:

• For two independent samples selected from two populations
with unequal and unknown standard deviations:

Estimate of the standard deviation of 

Confidence interval for using the t distribution:

Test statistic using the t distribution:

t 5
1  x1 2 x22 2 1m1 2 m22

sx12x2

1  x1 2 x22 6 tsx12x2

m1 2 m2

sx12x2
5 B s21n1

1
s22

n2

x1 2 x2:

Degrees of freedom: df 5

a s21
n1

1
s22

n2

b2

a s21
n1

b2

n1 2 1
1

a s22
n2

b2

n2 2 1

t 5
1  x1 2 x22 2 1m1 2 m22

sx12x2

1  x1 2 x22 6 tsx12x2

m1 2 m2

sx12x2
5 spA 1

n1

1
1

n2

x1 2 x2

sp 5 B 1n1 2 12s21 1 1n2 2 12s22
n1 1 n2 2 2

z 5
1 x1 2 x22 2 1m1 2 m22

sx12x2

sx12x2
5 Bs2

1

n1

1
s2

2

n2

1 x1 2 x22 6 zsx12x2

mx12x2
5 m1 2 m2

x1 2 x2:

• For two paired or matched samples:

Sample mean for paired differences: 

Sample standard deviation for paired differences:

Mean and standard deviation of the sampling distribution
of

Confidence interval for md using the t distribution:

Test statistic for a test of hypothesis about md using the t
distribution:

• For two large and independent samples, confidence interval
for p1 2 p2:

where

• For two large and independent samples, for a test of
hypothesis about p1 2 p2 with H0: p1 2 p2 5 0:

Pooled sample proportion:

Estimate of the standard deviation of 

Test statistic:

Chapter 11 • Chi-Square Tests

• Expected frequency for a category for a goodness-of-fit
test:

• Degrees of freedom for a goodness-of-fit test:

df 5 k 2 1 where k is the number of categories

• Expected frequency for a cell for an independence or ho-
mogeneity test:

• Degrees of freedom for a test of independence or
homogeneity:

where R and C are the total number of rows and columns,
respectively, in the contingency table

df 5 1R 2 12 1C 2 12

E 5
1Row total2 1Column total2

Sample size

E 5 np

z 5
1 p̂1 2 p̂22 2 1p1 2 p22

sp^12p^2

sp^12p^2
5 Bpq a 1

n1

1
1

n2

b
p̂1 2 p̂2:

p 5
x1 1 x2

n1 1 n2

 or 
n1p̂1 1 n2 p̂2

n1 1 n2

sp^12p^2
5 B p̂1q̂1

n1

1
p̂2q̂2

n2

1 p̂1 2 p̂22 6 z sp^12p^2

t 5
d 2 md

sd

d 6 tsd where s d 5 sd 
/1n

md 5 md and s d 5 sd /1nd:

sd 5R
Sd 2 2

1Sd 22
n

n 2 1

d 5 Sd/n



 


