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Maura Mezzetti

1 Exercise 1

Let (X1,...,X,) be a random sample of i.i.d. random variables distributed
as a Uniform distribution U (0, #)

1.

2.

Find sufficient statistics for 6

Find MLE (maximum likelihood estimator) and the MOM (method of
moments estimator) of 6

Is the MLE unbiased? If not, find an unbiased estimator based on the
MLE.

. Compare the MLE and the MOM of 8 with respect to the MSE criterion

Verify that X,,.,/60 is a pivotal quantity for 6.

Show that [Xmax; ail/”Xmm] is a 100(1 — )% confidence interval
for 60

2 Solution Exercise 1

1.

07t 0<z<9
f(alf) = { 0, otherwise

Thus the joint probability distribution function of X4,..., X, is

0", 0<x; <0, fori=1,...,n
0, otherwise

f(zl|f) = {

Since for each ¢, x; < 6, we can write max; x; < 6, and let define
T(z) = max; z;:

f(zlo) =07" H o 01(:)

f(@’@) - e_nI[max(xl),oo}(e)



and
o=, t<0
9(t10) = { 0, otherwise

It can be easily verified that f(z|0) = g(T(x)|0)h(z) for all z and all
6. So the statistics T'(X) = max;X; is a sufficient statistics for 6

LOlz) = 07" ][ oo (=) = 0 Tpnaa(es),0) ()

Likelihood function is a decreasing function of 6, therefore the likeli-
hood is maximized when 6 is equal to the minimum values 0y =
maz(x;)
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3. The maximum likelihood estimator is biased. For 0 > z > 0, the
distribution of Y = maxi<i<n Xz is

Fy)=Pmax X; <y=P{X;, <y}" = (g)n
1<i<n

Thus, the density

n—1
_ny
The mean
_n
v n+1
n
EéMLE - n+1
An unbiased estimator for 6 could be
2 1. 1
0= n OrviLE = n maxX;
4. Given the density of Y = mazxx;
n—1
_ny
The variance can be computed as:
9 0 n+1 9n+2
E(Y?) = / 2 fn ydy:/ My ="
R Y T N T (D
E(Y?) = 2 ¢?
n-+2
2
Var(Y) = E(Y?)-EY)?=——0—(—"—) 6=
n+2 n+1
A R n 1
Bias(6 = E(# —0= 0—0= 0
ias(Onrp) (Orrzr) n+ 1 n+ 1
. 1 2
MSE(HMLE) = n 2 + 6% =

~

MSEyrp(0) < MSEyou(0)
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5. For 0 > x > 6, the distribution of ¥ = max<ij<p X;

n—1
_ny
f(y) = =g




Let z = %, thus dy = 6dz
fz(z) = nz"t for0<z<1
Xmaz/0 is a pivotal quantity for 6.

6. Cumulative distribution function for z is

Fz(z) = 2" for0 < z <1,
Fz(a%) = «
1
1—Fz(045) = l—«
Plan<z<1) = 1-a
P<avlL§XTgaI§1> = l—-«
P (Xnar <0< 075 Xar) = 1-a

3 Exercise 2

Let Ty and T be two independent (for example, obtained from different
samples) unbiased estimators of a parameter § with variances o7 and o3
respectively. Find the UMVUE for 6 among all linear combinations of T}
and 15 . What is its variance?

4 Solution Exercise 2

T = a1+ asTs
E(T) = alE(Tl) + (IQE(TQ)
E(T) = (a1 + CL2)9

To be unbiased: a1 +as =1, a3 =1—ay

Var(T) = a*Var(T)) + (1 —a)*Var(Ty)
E(T) = d*0i+ (1 —a)’o}
dVar(T)

70 = 2a0} —2(1 —a)os

2007 +2(1 —a)o? = 0

o2
2

ax =
5, 2
o1 + 03




The UMVUE estimator for § among all linear combinations of 71 and T5 is

2
03

T=—=—=
0%—1—0%

T + b

ot
U% + U%
5 Exercise 3
Choose one of the following questions:

1. Provide correct statement for Cramér-Rao inequality

2. Provide correct statement for Likelihood Principle and Describe method
to reach Maximum Likelihood Estimation



