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1 Exercise 1

Let (X1, . . . , Xn) be a random sample of i.i.d. random variables distributed

as a Uniform distribution U(0, θ)

1. Find su�cient statistics for θ

2. Find MLE (maximum likelihood estimator) and the MOM (method of

moments estimator) of θ

3. Is the MLE unbiased? If not, �nd an unbiased estimator based on the

MLE.

4. Compare the MLE and the MOM of θ with respect to the MSE criterion

5. Verify that Xmax/θ is a pivotal quantity for θ.

6. Show that [Xmax; α−1/nXmax] is a 100(1 − α)% con�dence interval

for θ

2 Solution Exercise 1

1.

f(x|θ) =

{
θ−1, 0 ≤ x ≤ θ
0, otherwise

Thus the joint probability distribution function of X1, . . . , Xn is

f(x|θ) =

{
θ−n, 0 ≤ xi ≤ θ, for i = 1, . . . , n
0, otherwise

Since for each i, xi ≤ θ, we can write maxi xi ≤ θ, and let de�ne

T (x) = maxi xi:

f(x|θ) = θ−n
∏
i

I[0,θ](xi)

f(x|θ) = θ−nI[max(xi),∞](θ)
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and

g(t|θ) =

{
θ−n, t ≤ θ
0, otherwise

It can be easily veri�ed that f(x|θ) = g(T (x)|θ)h(x) for all x and all

θ. So the statistics T (X) = maxiXi is a su�cient statistics for θ

2.

L(θ|x) = θ−n
∏
i

I[0,θ](xi) = θ−nI[max(xi),∞](θ)

Likelihood function is a decreasing function of θ, therefore the likeli-

hood is maximized when θ is equal to the minimum values θ̂MLE =
max(xi)

E(X) =

∫
xf(x|θ)dx =

∫ θ

0

x

θ
dx =

= |θ0
x2

2θ
=
θ

2
θ

2
= x̄

θ̂MOM = 2x̄

E(X2) =

∫
x2f(x|θ)dx =

∫ θ

0

x2

θ
dx =

= |θ0
x3

3θ
=
θ2

3

V ar(X) = E(X2)− E(X)2 =
θ2

3
− θ2

4

V ar(X) =
θ2

12

V ar(X̄) =
θ2

12n

V ar(θ̂MOM ) =
θ2

3n

MSE(θ̂MOM ) =
θ2

3n
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3. The maximum likelihood estimator is biased. For 0 ≥ x ≥ θ, the
distribution of Y = max1≤i≤nXi is

F (y) = P max
1≤i≤n

Xi ≤ y = P{Xi ≤ y}n =
(y
θ

)n
Thus, the density

f(n)(y) =
nyn−1

θn

The mean

EY =
n

n+ 1
θ

Eθ̂MLE
=

n

n+ 1
θ

An unbiased estimator for θ could be

ˆ̂
θ =

n+ 1

n
θ̂MLE =

n+ 1

n
maxXi

4. Given the density of Y = maxxi

f(n)(y) =
nyn−1

θn

The variance can be computed as:

E(Y 2) =

∫ θ

0
x2f(n)(y)dy =

∫ θ

0

nyn+1

θn
dy =

nθn+2

(n+ 2)(θn)

E(Y 2) =
n

n+ 2
θ2

V ar(Y ) = E(Y 2)− E(Y )2 =
n

n+ 2
θ2 −

(
n

n+ 1

)2

θ2 =
n

(n+ 2)(n+ 1)2
θ2

Bias(θ̂MLE) = E(θ̂MLE)− θ =
n

n+ 1
θ − θ =

−1

n+ 1
θ

MSE(θ̂MLE) =
n

(n+ 2)(n+ 1)2
θ2 +

1

(n+ 1)2
θ2 =

2

(n+ 2)(n+ 1)
θ2

MSEMLE(θ̂) ≤ MSEMOM (θ̂)

2

(n+ 2)(n+ 1)
θ2 ≤ θ2

3n

5. For 0 ≥ x ≥ θ, the distribution of Y = max1≤i≤nXi

f(n)(y) =
nyn−1

θn
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.

Let z = y
θ , thus dy = θdz

fZ(z) = nzn−1 for0 ≤ z ≤ 1

Xmax/θ is a pivotal quantity for θ.

6. Cumulative distribution function for z is

FZ(z) = zn for0 ≤ z ≤ 1,

FZ(α
1
n ) = α

1− FZ(α
1
n ) = 1− α

P (α
1
n ≤ z ≤ 1) = 1− α

P

(
α

1
n ≤ Xmax

θ
≤ 1

)
= 1− α

P
(
Xmax ≤ θ ≤ α−

1
nXmax

)
= 1− α

3 Exercise 2

Let T1 and T2 be two independent (for example, obtained from di�erent

samples) unbiased estimators of a parameter θ with variances σ21 and σ22
respectively. Find the UMVUE for θ among all linear combinations of T1
and T2 . What is its variance?

4 Solution Exercise 2

T = a1T1 + a2T2

E(T ) = a1E(T1) + a2E(T2)

E(T ) = (a1 + a2)θ

To be unbiased: a1 + a2 = 1, a2 = 1− a1

V ar(T ) = a2V ar(T1) + (1− a)2V ar(T2)

E(T ) = a2σ21 + (1− a)2σ22

dV ar(T )

da
= 2aσ21 − 2(1− a)σ22

2aσ21 + 2(1− a)σ22 = 0

a? =
σ22

σ21 + σ22
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The UMVUE estimator for θ among all linear combinations of T1 and T2 is

T =
σ22

σ21 + σ22
T1 +

σ21
σ21 + σ22

T2

5 Exercise 3

Choose one of the following questions:

1. Provide correct statement for Cramér-Rao inequality

2. Provide correct statement for Likelihood Principle and Describe method

to reach Maximum Likelihood Estimation
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