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THEME #1

___

Sampling



Populations and Samples

• A Population is the set of all items or individuals of 
interest
Examples: All likely voters in the next election

All jet engines produced this year

All tax receipts over this year

• A Sample is a subset of the population
Examples: 1,000 voters selected at random for interview

50 engines selected for testing

30 random receipts selected for audit
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Population vs. Sample
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Census vs. (sample) Survey
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In a census, data about all individual units (e.g.

people or households) are collected in the

population.

In a survey, data are only collected for a sub-part of

the population; this part is called a sample.

These data are then used to estimate the
characteristics of the whole population.

For example, the proportion of people below the age
of 18 or the proportion of women and men in the
selected sample of households has to reflect the
reality in the total population.



Why Sample?

• Less time consuming than a census

• Less costly to administer than a census

• It is possible to obtain statistical results of 
a sufficiently high precision based on 
samples.
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Inferential Statistics

(7.1)
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Making statements about a population by examining sample results



Inferential Statistics

Main tools:

Estimation:  the process of finding a value of a 

statistic derived from a sample to estimate the 

value of a corresponding population parameter.

• e.g., Estimate the population mean weight

using the sample mean weight

Hypothesis Testing: the process to use sample 

evidence to test a claim or hypothesis.

• e.g., Use sample evidence to test the claim that 

the population mean weight is 60 kilos

Drawing conclusions and/or making decisions concerning a
population based on sample results.

(7.1)
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Estimation

Point Estimate

The value assigned to a population parameter based on the value of a sample statistic is a

point estimate. The sample statistic used to estimate a population parameter is called an

estimator.

Ex. ഥ𝑥 is a point estimation of 𝜇

Interval Estimate

Instead of assigning a single value to a population parameter, an interval is constructed

around the point estimate, and then a probabilistic statement that this interval contains the

corresponding population parameter is made.
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THEME #2

___

Estimation of a Population 
mean



Expected Value of Sample Mean

Let X1, X2, . . ., Xn represent a random sample from a population
• That is, each observation is the realisation of a random variable Xi

• If the sample is random all Xi are independent and follow the same distribution. 

The sample mean value of these observations is defined as





n
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iX
n

1
X
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Standard Error of the Sample Mean

Different samples of the same size from the same population will yield 
different sample means

A measure of the variability in the mean from sample to sample is given by 
the Standard Error of the (sample) Mean:

Note that the standard error of the mean decreases as the sample size 
increases

n

σ
σ

X

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Estimation of a Population Mean: σ Known 

Three Possible Cases 

Case I. If the following three conditions are fulfilled: 

1. The population standard deviation σ is known 

2. The sample size is small (i.e., n < 30) 

3. The population from which the sample is selected is approximately normally 

distributed.

Case II. If the following two conditions are fulfilled: 

1. The population standard deviation σ is known 

2. The sample size is large (i.e., n ≥ 30)

Case III. If the following three conditions are fulfilled: 

1. The population standard deviation σ is known 

2. The sample size is small (i.e., n < 30) 

3. The population from which the sample is selected is not normally distributed (or its 

distribution is unknown)
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If the Population is Normal

• If a population is normal with mean μ and standard 

deviation σ, the sampling distribution of        is also 

normally distributed with

and

X

μμ
X


n

σ
σ

X

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X is a r.v. of population normally distributed:

𝑋 ~ 𝑁 𝜇; 𝜎2

ҧ𝑥 is a sample r.v. extract from a population normally distributed:

𝐸 ҧ𝑥 = 𝜇 ҧ𝑥 = 𝜇 𝐸 𝜎 = 𝜎 ҧ𝑥 =
𝜎

𝑛

ҧ𝑥 ~ 𝑁 𝜇 ҧ𝑥; 𝜎 ҧ𝑥
2 = 𝑁(𝜇;

𝜎2

𝑛
)
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Exercise a.1

The exam scores of all examinees is normally distributed with a mean of 26 and a standard
deviation of 4. Let ҧ𝑥 be the average score of a random sample of a set of examinees. Describe the
shape of its sampling distribution when the sample size is:

a. 𝑛 = 16
b. 𝑛 = 100
c. 𝑛 = 40,000

Solution
X is the average score of all the examinees and ҧ𝑥 is the average score of a random sample of a set of 
examinees.

X is normally distributed with mean 𝜇 = 26 and 𝜎 = 4

𝑋 ~ 𝑁 𝜇; 𝜎2 = 𝑁(26; 16)

Also ҧ𝑥 is normally distributed with 𝜇 ҧ𝑥 = 𝜇 = 26 and 𝜎 ҧ𝑥 =
𝜎

𝑛

ҧ𝑥 ~ 𝑁 𝜇 ҧ𝑥; 𝜎 ҧ𝑥
2 = 𝑁(𝜇;

𝜎2

𝑛
)
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Exercise a.1

The exam scores of all examinees is normally distributed with a mean of 26 and a standard
deviation of 4. Let ҧ𝑥 be the average score of a random sample of a set of examinees. Describe the
shape of its sampling distribution when the sample size is:

a. 𝑛 = 16
b. 𝑛 = 100
c. 𝑛 = 40,000

Solution
So,

a. μതx = 𝜇 = 26 and σതx =
σ

16
= 4 / 4 = 1

ҧ𝑥 ~ 𝑁(26; 1)

b. μതx = 𝜇 = 26 and σതx =
σ

100
= 4 / 10 = 0.4

ҧ𝑥 ~ 𝑁(26; 0.42)

c. μതx = 𝜇 = 26 and σതx =
σ

40,000
= 4 / 200 = 0.02

ҧ𝑥 ~ 𝑁(26; 0.022)

ҧ𝑥 ~ 𝑁 𝜇 ҧ𝑥; 𝜎 ҧ𝑥
2 = 𝑁(𝜇;

𝜎2

𝑛
)n

σ
σ

X




Z-value for Sampling Distribution of the Mean

Z-value for the sampling distribution of      :

where: = sample mean

= population mean

= population standard deviation

n = sample size

X
μ

σ

.
/

)(

n

σ

μ)X(

σ

)μX(
Z

X

X

n

X










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X
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Exercise a.2

The weight of the packages of a certain brand of cookies is normally distributed with 𝜇 = 130 and 𝜎 = 3.3 grams.
Find the probability that the average weight of a random sample of 20 packages is between 131 and 132 grams.

Solution
If X~𝑁(𝜇 = 130; 𝜎2 = 3.32 = 10.89)
ҧ𝑥∼ N (μ , σ2/n) = 𝑁(𝜇 = 130 , σതx

2 = 10.89/20 = 0.5445)  and σതx = 0.74
𝑃(131 < ҧ𝑥 < 132), than standardize, P(131-130/0.74 < z < 132-130/0.74) = P(1.35 < z < 2.70) = 
= P(z < 2.7) – P(z<1.35) = 0.9965 – 0.9115 = 0.085 = 8.5%

Exercise a.3

The daily food expenditure of the Italian population has a normal distribution with average € 25.00, and
variance € 4.00. A sample of 10 units is extracted with re-entry. Find the probability that ҧ𝑥 is greater than 27.

Solution

X is the daily food expenditure, the text indicates that X ∼ N (25, 4).

ҧ𝑥 ∼ N (μ , σ2/n), or ҧ𝑥 ∼ N (25 , 42/10). 

P( ҧ𝑥> 27) = P(z > 
27−25

2/√10
) = P(z > 3,16) = 1 - P (Z ≤ 3.16) = 1 – 0.9992 = 0.0008=0.08%

.
/

)(

σ

)μX(
Z

X

X

n

X








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Exercise a.4

Scores on a common final exam in a large enrollment, multiple-section freshman course are normally distributed with mean
72.7 and standard deviation 13.1. Find the probability that the score X on a randomly selected exam paper is between 70
and 80. Find the probability that the mean score ҧ𝑥 of n=38 randomly selected exam papers is between 70 and 80.

Solution

P(70<X<80)= P(70 < 
𝑥−𝜇

𝜎
< 80) = P(-2.7/13.1 < z < 7.3/ 13.1) = P(-0.21<z<0.56) = 0.7123 – 0.4168 = 0.2955 = =29.55%

P(70< ҧ𝑥<80) = P(70 < 
ҧ𝑥−𝜇

ൗ
𝜎

𝑛

< 80) = P(
−2.7

13.1/6.16
< z < 

7.3
13.1/6.16

) = P(-2.7/2.13<z<7.3/2.13) = P(-1.27<z<3.43) = =0.9997 – 0.1020 

= 0.8977 = 89.77%

Exercise a.5

John eats at the same fast food restaurant every day. Suppose the time X between the moment John enters the restaurant and
the moment he is served his food is normally distributed with mean 4.2 minutes and standard deviation 1.3 minutes.

a. Find the probability that when he enters the restaurant today it will be less than 5 minutes until he is served.
b. Find the probability that average time until he is served in four randomly selected visits to the restaurant will be more than

5 minutes.

Solution

a. P(X<5)= P(
𝑥−𝜇

𝜎
< 5) = P(z < 0.8/1.3) = P(z< 0.62) = 0.7324 = 73.24%

b. P( ҧ𝑥 > 5) = P(
ҧ𝑥−𝜇

ൗ
𝜎

𝑛

> 5) = P(z > 0.8/ 1.3/2) = 1 - P(z<1.23) = 1 - 0.8907 = 0.1093 = 10.93%



n↑

As the sample 
size gets large 
enough… 

the sampling 
distribution becomes 
almost normal 
regardless of shape of 
population

x

And if the Population is not Normal?

We can apply the Central Limit Theorem:

• Even if the population is not normal,

• …sample means from the population will be approximately normal as long as the sample size 
is large enough.
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How Large is Large Enough?

• For most distributions, n > 25 will give a sampling 
distribution that is nearly normal

• For normal population distributions, the sampling 
distribution of the mean is always normally distributed
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Ex.3. Suppose a population has mean μ = 8 and standard deviation σ = 3. Suppose a random
sample of size n = 36 is selected.

What is the probability that the sample mean is between 7.8 and 8.2?

Solution

Even if the population is not normally distributed, the central limit theorem can be used (n > 25)

So the sampling distribution of      is approximately normal,

with mean        =  8 and standard deviation

24

x

xμ 0.5
36

3

n

σ
σx 

Z7.8             8.2 -0.4             0.4

Sampling 
Distribution

Standard Normal 
Distribution

Population  
Distribution

?
?

?
?

????
?

???
Sample Standardize

8μ  8μ
X
 0μz xX

0.38300.5)ZP(-0.5

36
3

8-8.2

n
σ

μ- μ

36
3

8-7.8
P  8.2)  μ  P(7.8

X




















X =P (-0.4<Z<0.4)=0.3108



Population Proportions, p

p = the proportion of the population having some characteristic

Sample proportion ( Ƹ𝑝)  provides an estimate of  p:

• 0 ≤ Ƹ𝑝 ≤ 1

• Ƹ𝑝 has a binomial distribution, but can be approximated by a normal 
distribution when np(1 – p) > 9

Z-Value for Proportions

Standardize Ƹ𝑝 to a Z value with the formula:

size sample

interest  of sticcharacteri  thehaving sample in the itemsofnumber

n

X
p̂ 

25n

p)p(1

pp̂

σ

pp̂
Z

p̂ 









Ex.4. If the true proportion of voters who support a metro line in Dublin is  p = .70,  what is the 

probability that a sample of size 200 yields a sample proportion between 0.70 and 0.75?

Solution

If  p = 0.7  and  n = 200, what is P(0.70 ≤ Ƹ𝑝≤ 0.75) ?

Find 𝜎 ො𝑝: 

Convert to standard normal: 

Use standard normal table:    

P(0 ≤ Z ≤ 1.54) =  0.4382

.0324
200

.7).7(1

n

p)p(1
σ p̂ 







26

Z0.75 1.54

Standardize

Sampling Distribution

Standardized 
Normal Distribution

0.70 0P̂

1.54)ZP(0

.0324

.70.75
Z

.0323

.70.70
P.75)p̂P(.70










 



 1.54)ZP(0

.0324

.70.75
Z

.0323

.70.70
P.75)p̂P(.70










 





0.4382

n

p)p(1

pp̂

σ
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Z
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
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Estimation of a Population Mean: σ Not Known 

Three Possible Cases 

Case I. If the following three conditions are fulfilled: 

1. The population standard deviation σ is not known 

2. The sample size is small (i.e., n < 30) 

3. The population from which the sample is selected is approximately normally 

distributed.

Case II. If the following two conditions are fulfilled: 

1. The population standard deviation σ is not known 

2. The sample size is large (i.e., n ≥ 30)

Case III. If the following three conditions are fulfilled: 

1. The population standard deviation σ is not known 

2. The sample size is small (i.e., n < 30) 

3. The population from which the sample is selected is not normally distributed (or its 

distribution is unknown)
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THEME #3

___

The T distribution
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The t Distribution

The t distribution is a specific type of bell-shaped distribution with a lower height and a

greater spread than the standard normal distribution.

As the sample size becomes larger,

the t distribution approaches the

standard normal distribution.

For 𝑛 > 60, X converges to 𝑍~𝑁(0,1)

The t distribution has only one

parameter, called the degrees of

freedom (df).

𝑑𝑓 = 𝑛 − 1

The t distribution is symmetric.

The mean is equal to 0 and its

standard deviation is:

𝑑𝑓 /(𝑑𝑓 − 2).
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Ex. 5 Find the value of t for 16 degrees of freedom and an area of 0.05 in the right tail of a t

distribution curve.

Solution

Find in the table of the t distribution for 16

degrees of freedom the t value for an area

of 0.05.

The t value that gave to us an area

from t to +∞ equal to 0.05 is 1.746.

P(T>1.746)=0.05
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Ex. 5 Find the value of t for 16 degrees of freedom and an area of 0.05 in the right tail of a t

distribution curve.

Solution

The t distribution is simmetric

Hence the area from [−∞; −𝟏. 𝟕𝟒𝟔] is also 0.05

P(T>1.746)=0.05
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Exercise 6

a. Find the value of t for 24 df and 0.05 area in the right tail (one-sided);

b. Find the value of t for 24 df and 0.05 in the two-sided area ;

c. Find the probability that a r.v. t for 24 df assumes a value greater than 2.5;

d. Find the probability that a r.v. t for 24 df assumes a value greater than 1.5;

Solution

a. We have to find the 95% percentile of the t di Student with 24 df : t24,0.05. 

From the table the t value is: 1.711

b. We have to find the 2.5% e 97.5% percentile that border the two-sided area that leaves in the tail a 
probability of 5%.  

From the table t24,0.025 = 2.064 and t24,0.975 = −2.064

c. If X ∼ t24 then, P(X > 2.5)=0.01

d. If X ∼ t24 then, 0.05 ≤ P(X > 1.5) ≤ 0.1
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Ex 5

Ex 6 a

Ex 6 b

Ex 6 cEx 6 d
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THEME #4

___

The Chi square and F 
distributions
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Chi square distribution, 𝜒2

Let 𝑍1, 𝑍2, 𝑍3, … , 𝑍𝑛, be 𝑛 i.i.d. random variables 𝑍𝑖~𝑁(0,1)

𝑋 = σ𝑖=1
𝑛 𝑍2𝑖 ~ 𝜒𝑛

2

where n=degrees of freedom (only parameter)

𝐸(𝑋)= 𝑛 and 𝑉(𝑋) = 2𝑛
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F distribution, 𝐹𝑛,𝑚

Let X~𝜒𝑚
2 and Y~𝜒𝑛

2,

𝐹 =
Τ𝑋 𝑚

Τ𝑌 𝑛
~𝐹𝑚,𝑛

where 𝑚 = numerator’s degree of freedom, 𝑛 = denominator’s degree of freedom (2 parameters)

The F distribution is the ratio of 2 Chi square distributions.

The total area under F distribution curve is 1
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