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“We are leaving the age of 
information and entering the age of 
recommendation.” Chris Anderson



Recommendations
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Recommendations
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Items

Search Recommendations

Products, web sites, 
blogs, news items, …

Examples:

A recommender system is a system able to provide 

or suggest items to end users

It helps to match users with items 



From scarcity to abundance

• Shelf space is a scarce commodity for 
traditional retailers 
– Also: TV networks, movie theaters,…

• Web enables near-zero-cost dissemination 
of information about products
– From scarcity to abundance

• More choice necessitates better filters
– Recommender systems
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The power of recommender systems

• When does a recommender system do its job 
well?
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The power of recommender systems

• How Into Thin Air made Touching the Void 

a bestseller http://www.wired.com/wired/archive/12.10/tail.html
• In 1988, a British mountain climber named Joe Simpson wrote a book 

called Touching the Void, a harrowing account of near death in the Peruvian Andes. 
It got good reviews but, only a modest success, it was soon forgotten. Then, a 
decade later, a strange thing happened. Jon Krakauer wrote Into Thin Air, another 
book about a mountain-climbing tragedy, which became a publishing sensation. 
Suddenly Touching the Void started to sell again.

• Random House rushed out a new edition to keep up with demand. Booksellers 
began to promote it next to their Into Thin Air displays, and sales rose further. A 
revised paperback edition, which came out in January, spent 14 weeks on the New 
York Times bestseller list. That same month, IFC Films released a docudrama of the 
story to critical acclaim. Now Touching the Void outsells Into Thin Air more than two 
to one.

• What happened? In short, Amazon.com recommendations. The online bookseller's 
software noted patterns in buying behavior and suggested that readers who 
liked Into Thin Air would also like Touching the Void. People took the suggestion, 
agreed wholeheartedly, wrote rhapsodic reviews. More sales, more algorithm-fueled 
recommendations, and the positive feedback loop kicked in.
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Why do we need recommender systems?

• Long tail and digital products/services
• Reduce cognitive load on users
• Enhance user experience
• Increase loyalty and volume
• Introduce quality
• Help with inventory control
… and much more!
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Netflix

• Media services provider
• Netflix's initial business included DVD sales 

and rental by mail
• Current primary business: subscription-based 

streaming OTT service which offers online 
streaming of a library of films and television 
programs, including those produced in-house

– More than 220 million subscribers

– Netflix video streaming generated 9.3% of global 

Internet traffic… (1 out of 10 bits)

Netflix revenue and usage statistics
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Netflix’s prize (2006-2009)
• Goal: offer customers accurate movie recommendations 

so that they find content to watch and enjoy and Netflix 

maximizes customer satisfaction and retention

• On October 2006, Netflix offered a $1,000,000 prize to 

the first developer of a movie-recommendation 

algorithm that could beat its existing algorithm 

Cinematch at predicting customer ratings for movies by 

more than 10% en.wikipedia.org/wiki/Netflix_Prize

• Data made available: 100 Million ratings (1999-2005)

– Ratings came from > 480,000 users and 17,770 movies

• Really difficult: big, sparse and skewed data

– Many users rated only few movies, and very few users rated 
huge number of movies (one user rated over 17,000 movies)
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How to measure success?
• Which algorithm can find the predicted ratings 

most similar to the actual ones?
• From most relevant to most tractable metric:

– Customer satisfaction

– Prediction effectiveness: how well can we predict

the ratings users give to movies they watched?

• Prediction error
– Can be calculated for those (u,i) pairs (formed by 

user u and movie i) for which we have both 

prediction and actual rating (let’s say C such pairs)

– : actual rating given by user u to movie i
– : predicted rating for user u and movie i

Valeria Cardellini - ADS 2023/24 10

Distance metrics

• How much are the prediction and actual 
rating distant? Use distance metrics

• Let’s define two distance metrics
– Hamming distance

– Root Mean Square Error
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Distance metrics

• Hamming distance
– Number of positions in which two binary strings (of 

equal length) differ, e.g.,

• 100 and 011 differ in 3 positions: distHamming= 3
• 01011 and 11010 differ in 2 positions: distHamming= 2

– To apply this distance, we need to transform real 

values into binary codes
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Distance metrics

• Root Mean Square Error (RMSE)
– Square root of the second sample moment of the 

differences between observed values rui and 

predicted values       or the quadratic mean of 

these differences

– RMSE is always non-negative, and a value of 0 

indicates a perfect fit to data

– The smaller the RMSE, the better the 

recommender system

– RMSE is the metric used to evaluate solutions for 

Netflix’s prize
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user u

movie i



Which recommendation to users?

• Only top few predictions in rank will be 
recommended to each user
– E.g., top 5 movies with the highest predicted rating

• Ultimate test is whether user decides to watch 
recommended movies, and whether she likes 
them or not
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• Training set: ~100M ratings (public)

• Probe set: ~1.4M ratings (public)

– Similar statistical properties to Test and Quiz sets 
Competitors could use Probe set to test their algorithms

• Quiz set: ~1.4M ratings (hidden)

– Competitors could submit an algorithm that would run on 
quiz test, but not more than once a day

• RMSE scores updated on Netflix prize's website 

were based on performance on quiz set

• Final decision was based on comparison of RMSE 

on test set

– Cinematch’s RMSE is 0.9514

Netflix’s prize dataset
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Netflix’s prize: the contest
• Within a week, Cinematch was beaten

• By June 2007, over 20,000 teams had registered 

from over 150 countries

• By Sep. 2007, team BellKor made 8.26% 

improvement

• First place changed hands a few times, until after 1 

year BellKor got 8.43%

• Teams ranked in the first positions merged and in 

June 2009, BellKor's Pragmatic Chaos were first to 

achieve > 10%

• On test set both BellKor's Pragmatic Chaos and The 

Ensemble got RMSE equal to 0.8567!

Full story at www.wired.com/2009/09/bellkors-pragmatic-chaos-wins-1-
million-netflix-prize/
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Netflix: Predicting the best user ratings

• Netflix was willing to pay over $1M for the 
best algorithm, which shows how critical the 
recommender system was to their business
– Even though recommendation systems existed

before this prize, new research began

• What data can be used to predict Netflix user 
ratings?
– Every movie has the rating from users who have 

ranked it

– We also know attributes about the movie itself: 

actors, director, genre classification, year 

released, etc.
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More in general: input data

• What input data could be used to predict user 

ratings? How input data can be gathered?

• Explicit data: users intentionally provide indications 

about their preferences, e.g.,

– Customer ratings
– Feedback
– Demographics

• Implicit data: stems from monitoring user behavior, 

e.g.,

– Purchase history
– Click or browse history

• Product information

– Product taxonomy, attributes, description
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Netflix’s prize: Recommendation algorithm
• What algorithm used in winning solution?
• Netflix’s prize winner is a cocktail of many 

methods combined, with hundreds of 
ingredient algorithms blended together and 
thousands of model parameters re-tuned 
specifically to training set provided by Netflix
Overview of used techniques at 
http://blog.echen.me/2011/10/24/winning-the-netflix-prize-a-summary/

• This variety of approaches is a general 
principle of analytics
– We will focus on main approaches, big ideas, and 

few key methodologies
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Approaches to recommender systems

Recommender systems reduce 

information overload by 

estimating relevance 
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Approaches to recommender systems

Personalized
recommendations
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User profile & 
contextual parameters



Approaches to recommender systems

Collaborative: “Tell me what's 

popular among my peers”
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User profile & 
contextual parameters

Approaches to recommender systems

Content-based: “Show me 

more of the same what I've 

liked”

Valeria Cardellini - ADS 2023/24 23

User profile & 
contextual parameters



Approaches to recommender systems

Knowledge-based: “Tell me 

what fits based on my needs”
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User profile & 
contextual parameters

Approaches to recommender systems

Hybrid: combinations of various 

inputs and/or composition of 

different approaches
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User profile & 
contextual parameters



Paradigms of recommender systems

• We analyze:
• Collaborative filtering 

– Make automatic predictions (filter) about the 

interests of a user by collecting preferences 

information from many users (collaborative)

– Assumption: similar users will have similar ratings 

• Content-based filtering
– Recommend items based on a comparison

between content of items and user profile
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Collaborative filtering

• Use other users’ rankings to make predictions 
about user’s rating for an item, which the user 
hasn’t rated yet
– These predictions are built upon the known ratings 

of other users, who have similar ratings with the user

– E.g., predict Eva’s rating for Inception
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Forrest Gump Godfather Inception Jaws
Amy 5 4 3
Bob 3 5 2 5
Carl 3 5 4
Dan 4 5 4
Eva 4 4 ? 3

Ratings matrix

Unknown rating we want to predict



Collaborative filtering

• Let’s calculate mean values for ratings
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Forrest 
Gump

Godfather Inception Jaws Mean 
rating

Amy 5 4 3 4.00
Bob 3 5 2 5 3.75
Carl 3 5 4 4.00
Dan 4 5 4 4.33
Eva 4 4 3 3.67

Mean rating
User: u

Movie: i
Rating: 1-5
nu: number of ratings by user u

Collaborative filtering

• Let’s measure the similarity between each 
pair of users
– We will see later how

– For now: similarity values range between -1 and 1, 

where -1 is perfectly dissimilar and 1 is perfectly 

similar
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Amy Bob Carl Dan Eva
Amy 1 -0.54 0.00 -0.29 0.87
Bob -0.54 1 -0.82 0.78 -0.32
Carl 0.00 -0.82 1 -0.87 -0.29
Dan -0.29 0.78 -0.87 1 0.17
Eva 0.87 -0.32 -0.29 0.17 1



Collaborative filtering

• Can predict Eva’s rating for Inception:

3.67+[0.87(4-4)-0.32(2-3.75)-0.29(5-4)+0.17(4-4.33)]/(0.87-0.32-0.29 
+0.17) = 4.17

• Eva will like Inception more than average
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Exploit similarities between users

• Consider suggesting to Eva “Inception”, since Amy 

rated it more than her average, and Eva and Amy 

seem to have similar preferences

• This technique is called user-based collaborative 

filtering
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Collaborative filtering: measuring similarity 
• How to measure similarity of users?
• We consider cosine similarity

– Cosine of angle θ between two user vectors A and 

B in an n-dimensional space (figure: n=2)

– It measures the similarity in the directions of the 

two vectors
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A

B

Cosine function

A

B

A

B

Cosine similarity
• We consider cosine similarity

– Cosine of angle θ between two vectors A and B in 

an n-dimensional space 

– Similarity score ranges between -1 and 1

• cos(0°) = 1: perfectly similar
• cos(90°) = 0: orthogonal (or uncorrelated)
• cos(180°) = -1: perfectly dissimilar

• For a pair of users: the larger the score, the 
closer their taste

– Ai and Bi are components of vector A and B, 

respectively
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Cosine similarity: Example 
• To deal with biases in the ratings (e.g., movie critic who

always gives out low ratings), let’s normalize ratings by 

subtracting from each rating the average rating of that 

user
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Forrest Gump Godfather Inception Jaws
Amy 5-4=1 4-4=0 3-4=-1
Bob 3-3.75=-0.75 5-3.75=1.25 2-3.75=-1.75 5-3.75=1.25
Carl 3-4=-1 5-4=1 4-4=0
Dan 4-4.33=-0.33 5-4.33=0.67 4-4.33=-0.33
Eva 4-3.67=0.33 4-3.67=0.33 3-3.67=-0.67

Cosine similarity: Example 
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• Note: lack of ratings is considered as 0 ratings

Note: after normalization, a 
negative number means below
average rating and a positive 
number means above average
ratings given by the same user 

Normalized ratings matrix

• Now compute the cosine similarity for each pair (A, B) 

of users

• E.g., cosine similarity between Amy and Bob:



Cosine similarity: Example 
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• Now compute the cosine similarity for each pair (A, B) 

of users

• E.g., cosine similarity between Amy and Eva:

• We obtain the following similarity values:

• Given the similarity table, the predicted rating 
of item i for user u is given by: 

How to predict the rating?
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• Eva’s rating for Inception:



• Given the similarity table, the predicted rating 
of item i for user u is given by: 

• What does this formula mean?
– is a baseline predictor for 

– Weighted average approach: we multiply each

normalized rating by a similarity factor (which tells

how similar the users are)

– We add weights to the ratings: the heavier the 

weight, the more the rating would matter

More on the predicted rating formula
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Collaborative filtering: all the steps so far

1. Calculate the mean rating for each user
2. Normalize the rating table
3. Compute the cosine similarity for each pair 

of users
4. Compute the predicted rating(s)
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Collaborative filtering: neighborhood-based
• Real problems are much larger and much 

sparser than our example
• When dealing with large dataset, we do not 

consider all the users (too expensive!) but 
only like-minded users that is, users with high 
similarity (neighbors set K) to the user in 
question
– E.g., select top-K similar users and use their 

ratings to recommend movies: weighted average 

of the ratings given only by similar users
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Collaborative filtering: neighborhood-based
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Joe likes the 3 movies 

on the left. 

To make a prediction for 

him, the recommender 

system finds similar 

users who also liked 

those movies, and then 

determines which other 

movies they liked.

In this case, all three 

liked Saving Private 

Ryan, so that is the first 

recommendation. Two of 

them liked Dune, so that 

is next, and so on. 



Collaborative filtering: neighborhood-based

• Summing up the general approach for 
neighborhood-based collaborative filtering: 
1. Find the cohort of other similar users who have 

rated the item in question 

2. Predict the rating from the ratings of similar users
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Exercise: Collaborative filtering 

• Applying user-based collaborative filtering, predict 

Eric’s rating for Titanic
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The Matrix Titanic Die Hard Forrest 
Gump

Wall•E

John 5 1 2 2
Lucy 1 5 2 5 5
Eric 2 ? 3 5 4
Diane 4 3 5 3



• Netflix’s prize solution uses matrix factorization, a 

more complex collaborative filtering algorithm than 

the user-based one

• Idea: represent users and items in a lower 

dimensional latent space, exploiting relationships 

among users and items (that could also be hidden 

that is, latent) to predict ratings

– For a gentle introduction: watch  
www.youtube.com/watch?v=ZspR5PZemcs
and read Recommendation Systems: Collaborative Filtering using 
Matrix Factorization — Simplified

– For more details: read Matrix factorization techniques for 
recommender systems
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Netflix’s prize solution

Matrix factorization: dependencies

• Let’s analyze some example of row and 
column dependencies
– Relationship is easy: two very similar movies 
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Matrix factorization: dependencies

• Let’s analyze some example of row and 
column dependencies
– Relationship is less easy
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Matrix factorization: dependencies

• Let’s analyze some example of row and 
column dependencies
– Another example of hidden relationship
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Matrix factorization: the idea 
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• We need a mathematical tool to figure out all 
the dependencies

• Specifically, we conjecture that the rating 
matrix R is actually the product of two matrices 

• Why “matrix factorization”? We decompose R 
into the products of two matrices P and Q

• Formally, 

Matrix factorization 

• We need a mathematical tool to figure out all 
the dependencies
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Movie features Q

User features P

Ratings R



Matrix factorization: dot product 
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• How to get each value of matrix    ? We use 
the dot product

2000 users

100 features

100 features
1000 movies

2000 users

1000 movies

predicted
rating

Matrix factorization: dot product 
• We can use the entries of the product              

to estimate the corresponding unknown entries 
(i.e., the predicted ratings) in the matrix  
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User features P
?

Movie features Q



Matrix factorization: dot product 

• Let’s use the dot product to predict the 
unknown ratings
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Movie features Q

User features P

• Predict user A rating for 
movie M2 using the dot 
product

Matrix factorization 

• How do we find P and Q? Let’s use Machine 
Learning

• Idea: the system learns the model to find
latent factors by fitting the known ratings 

• First initialize the two matrices P and Q with 
some values, calculate how different their 
product is to the known ratings and then try to 
minimize this difference (i.e., error) iteratively

• Such a method is called gradient descent, 
aiming at finding a local minimum of the error
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Matrix factorization 

• First initialize the two matrices P and Q with 
some values, calculate how different their 
product is to the known ratings 

– A good measure of how close the product PQ is to 

the given rating matrix is the RMSE

• Then try to minimize this difference iteratively 
by adjusting some element of P or Q
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User-based vs. item-based collaborative filtering

• So far, we have considered user-based 
collaborative filtering

• Collaborative filtering can also be item-based
– Based on the assumption that users prefer items 

that are similar to previously preferred items 

– Compute item similarities based on user ratings

– How to? Transpose the normalized ratings matrix 

(swapping rows and columns) and then compute 

the cosine similarity between each pair of items
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Collaborative filtering: summing up
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• Overall picture

• Approaches we consider

Collaborative filtering

Neighborhood Matrix factorization

User-based Item-based

Issues with ratings

• Explicit information of user taste is great
• But in reality ratings are 

– Sparse 

– Noisy

– Biased

• Netflix complains that ratings quality has 
decreased over time

• Recommendation is not just ratings
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Content-based recommender systems 
• Leverage features (or attributes) about items
• Similarity of items is determined by measuring 

the similarity in their features
• E.g., consider relevant movie features

1. Cast: some users prefer movies with their favorite 

actors

2. Director: some users have a preference for the 

work of certain directors

3. Released year: some users prefer old movies; 

others watch only the latest releases

4. Genre: some users like only comedies, others 

dramas or romances
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Content filtering

• If we know that Amy 
likes “Men In Black”
– Directed by Barry 

Sonnenfeld

– Classified in the genres 

of action, adventure, 

sci-fi and comedy

– Stars actor Will Smith
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• Consider 
recommending to Amy:
– Barry Sonnenfeld’s 

movie “Get Shorty”

– “Jurassic Park”, which is 

in the genres of action, 

adventure, and sci-fi

– Will Smith’s movie “Hitch”

• This technique is called content filtering



Strengths and weaknesses

• Collaborative filtering
✓ Item domain independent: can be applied to 

predicting ratings of different items without having 

any knowledge about the items except the ratings 

given by the users

✗Requires a lot of data about users to make 

accurate recommendations

✗Millions of items and users: time-consuming and a 

lot of computing power

✗Suffers from cold-start: difficulty of making 

recommendations when users (or items) are new

• How to mitigate cold-start? Ask new users to select or 
enter their preferred items once they have signed up 
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Strengths and weaknesses

• Content filtering
✗ Item domain dependent

✓Requires little data to get started

✗Can be limited in scope (recommend only similar 

items)

✓Does not suffer from cold-start
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Hybrid recommendation systems

• As an example, consider a collaborative filtering 

approach where we determine that Amy and Eva 

have similar preferences

• We could then do content filtering, where we would 

find that “Forrest Gump”, which both Amy and Eva 

liked, is classified in almost the same set of genres 

as “Rain Man”

• As result, we recommend “Rain Man” to both Amy 

and Eva, even though neither of them have seen it 

before
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How to find groups of movies with
similar sets of genres?

• Consider MovieLens dataset
– A movie recommendation website movielens.org

• Movies in the dataset are categorized as 
belonging to different genres
Unknown   Action    Adventure      Animation   Children’s
Comedy    Crime     Documentary Drama         Fantasy
Film Noir   Horror    Musical           Mystery       Romance
Sci-Fi        Thriller    War                Western

• Each movie may belong to many genres
• How can we systematically find groups of 

movies with similar sets of genres?
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Why clustering?

• Clustering is the process of 
examining a collection of “points,”
and grouping points into “clusters”
according to some distance 
measure

64

• Cluster analysis is part of unsupervised 
learning
– Goal is to segment data into similar groups instead 

of prediction

– Can also cluster data into “similar” groups and then 

build a predictive model for each group

• Be careful not to overfit your model!
• This works best with large datasets
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Break: Machine learning (ML) 

• ML is the study of computer algorithms that 
improve automatically through experience 
and by use of data
– «Machine learning is a field of study that gives 

computers the ability to learn without being 

explicitly programmed», Arthur Samuel (1959)

• ML approaches
– Supervised learning

– Unsupervised learning

– Reinforcement learning
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ML approaches: supervised learning 

• Supervised learning: task of learning a 
general rule that maps an input to an output 
based on example input-output pairs
– It infers a function from human-labelled training 

data consisting of a set of training examples
– Example: image classification defines a set of 

target classes (objects to identify in images, e.g., 

cats and dogs) and trains a model to recognize 

them using labelled example photos
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ML approaches: unsupervised learning 

• Unsupervised learning: no labelled training 
data are given to the ML algorithm, leaving it 
on its own to find structure in its input
– The ML algorithm looks for previously undetected 

patterns in a data set with no pre-existing labels 

and with a minimum of human supervision

– Example: clustering
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ML approaches: reinforcement learning 

• Reinforcement learning: an intelligent agent 
ought to take actions in an environment in 
order to maximize the notion of cumulative 
reward 
– Differs from supervised learning in not needing 

labelled input/output pairs 

– Focus is on finding a balance between exploration
(of uncharted territory) and exploitation (of current 

knowledge)

– Example: AlphaGo use deep RL 
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Examples of cluster analysis

• Customer segmentation: look for similarity 
between groups of customers

• Stock market clustering: group stocks based 
on performances

• Reduce dimensionality of a dataset by 
grouping observations with similar values
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Example of cluster analysis

• Total spend and age of customers
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Example of cluster analysis

• Total spend and age of customers
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Example of cluster analysis

• Place pizza delivery on the map
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Source: www.youtube.com/watch?v=IpGxLWOIZy4

Clustering algorithms

• There are many different algorithms for 
clustering

• Differ in what makes clusters and how to find 
them

• We will study:
– Hierarchical clustering: belongs to hierarchical 

or agglomerative class of clustering algorithms

– K-means: belongs to point assignment class of 

clustering algorithms
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Distance between points

• We first need to define distance between two 
data points

• Most popular is Euclidean distance
– Distance between points p and q is given by:

where n is the number of independent variables in 

the space
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Distance between points: Example

• The movie “Toy Story” is categorized as  
Animation, Comedy, and Children (see slide 63   
for categories): we can encode this information
– Toy Story: (0,0,0,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0)

• The movie “Batman Forever” is categorized as 
Action, Adventure, Comedy, and Crime 
– Batman Forever:  (0,1,1,0,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0)
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Distance between points

• Other popular distance metrics
• Manhattan distance 

– Sum of absolute values instead of squares

– Based on grid-like street geography of New York 

borough of Manhattan

• Chebyshev distance
– Only consider measurement for which data points 

deviate the most
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Distance between cluster

• How to define the distance between two 
clusters?

• Which are the most representative data 
points for the cluster between which we can 
calculate the distance?
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Distance between clusters

• Minimum distance 
– Distance between clusters is the distance between 

points that are the closest

• Maximum distance 
– Distance between clusters is the distance between 

points that are the farthest
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Distance between clusters

• Centroid distance 
– Distance between centroids (or centers)               

of clusters 

• The cluster centroid is the point that has the 
mean position of all data points in each 
component
– Example: for points (-1, 10, 3), (0, 5, 2), and (1, 20, 10), the 

centroid is located at
((-1+0+1)/3, (10+5+20)/3, (3+2+10)/3) = (0, 35/3, 5)

• Note: the centroid does not have to be - and 
rarely is - one of the original data points
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Normalize data

• Distance is highly influenced by scale of data, 
so customary to normalize first

• In MovieLens dataset, genre data is on the 
same scale (being equal to 0 or 1) and 
normalization is not necessary

• However, if we included “Box office revenue”, 
we would need to normalize
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Hierarchical clustering

• The algorithm works in a bottom-up manner
• Start with every point in its own cluster
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5 clusters



Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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At each step of the 

algorithm, the two 

clusters that are the 

most similar are 

merged into a new 

bigger cluster

Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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4 clusters



Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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3 clusters



Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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2 clusters



Hierarchical clustering

• Combine two nearest clusters (Euclidean 
distance, centroids)
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Hierarchical clustering

• Combine two nearest clusters (Euclidean, 
Centroid)
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The procedure is 

iterated until all 

points are members 

of just one single 

big cluster

1 cluster



Hierarchical clustering: dendogram

• The result of hierarchical clustering is a tree 
that can be plotted as a cluster dendogram
– Diagram showing hierarchical relationship 

between clusters
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Height of 
dendrogram: order 
in which clusters 
were joined

Height of vertical 
lines: distance 
between points or 
clusters 1 4

3

2

5

Hierarchical clustering: select clusters
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2 clusters

• Example: cluster analysis of US states according to 

number of arrests made



Hierarchical clustering: select clusters
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4 clusters

• Example: cluster analysis of US states according to 

the number of arrests made

Hierarchical clustering: pros and cons

✓ Simple to understand and implement

✗ But once two data points are clustered 
together, they can never be separated
“Once the damage is done, it can never be 

repaired.” (Kaufman, 1990)
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