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T he explosive changes in our abilities to communicate over distances—
spurred by the evolution of communication technologies coupled with 
increased capabilities of the internet and social media—have made social 

networks very salient. Thus, it is perhaps more than coincidental that there has been 
a growth in network-related research that has accompanied the dramatic changes in 
the wiring of the world.1

Although the increased salience of networks may have awakened people 
to their importance, there is another more fundamental force that is driving the 
recent growth in the study of networks in economics. The main impetus is that, as 
economists endeavor to build better models of human behavior, they cannot ignore 
that humans are fundamentally a social species with interaction patterns that shape 
their behaviors. People’s opinions, which products they buy, whether they invest in 
education, become criminals, and so forth, are all influenced by friends and acquain-
tances. Ultimately, the full network of relationships—how dense it is, whether some 
groups are segregated, who sits in central positions—affects how information spreads 

1 Note that this is not the first revolution in communication that has rewired human interaction, as 
the world has shrunk many times before: with the advent of letter writing, the telegraph, trains, the 
telephone, air travel, and others. Evidence from a study of the spread of the Black Death in 14th-century 
Europe suggests that the average social distance between individuals was much larger centuries ago than 
today (Marvel, Martin, Doering, Lusseau, and Newman 2013).
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and how people behave. This impetus for the growth in network studies has been 
unleashed by the increased availability of data, which when coupled with increased 
computing power, allows us to analyze networks in economic settings in ways not 
previously possible.

In this paper, I discuss and illustrate this driving force, and describe some of the 
ways in which networks are helping economists to model and understand behavior. 
I begin with an example that demonstrates the sorts of things that researchers can 
miss if they do not account for network patterns of interaction. Next, to provide a 
broader perspective on the different ways in which networks provide insights into 
economic behaviors, I discuss a taxonomy of network properties and how they 
impact behaviors. Each of these properties and its impact is illustrated via appli-
cations.2 Finally, I discuss an important frontier of networks research—developing 
tractable models of network formation—which is essential in addressing issues of 
endogeneity when estimating network effects on behavior.

Why Networks?

Do economists really need to map out the network of interactions in order to 
understand economic phenomena? Can’t we ignore the patterns of interactions or 
proxy networks via other means such as peer groups or geography? Although we can 
circumvent network data in some situations, there are many settings in which network 
data provide essential insights into economic behaviors that are not available via other 
means. To make this point, I discuss a recent analysis in which network data play a 
vital role in disentangling potential explanations for behavior. In this example, house-
holds are the nodes of the network, and links in the network concern things like the 
exchange of favors, kinship, the sharing of advice, and so forth. There are also many 
other sorts of networks, including contractual relationships among firms, alliances 
between countries, overnight lending among banks, and others  in which nodes are 
organizations and relationships are more formal but would illustrate similar points.

In Banerjee, Chandrasekhar, Duflo, and Jackson (2013), we used network data 
to analyze the diffusion of microfinance in a set of rural Indian villages. A bank 
entered 43  villages that had relatively limited access to formal loans and began 
offering microfinance loans (roughly $200 per unsecured loan over 50 weeks, with a 
limit of one loan at a time per household). Having sufficient participation in such 
a loan program is critical to making it viable, and so understanding what drives the 
participation in the program also becomes essential; especially since participation 
varied across villages, ranging from 7 percent to 44 percent of eligible households.

2 There are large literatures analyzing social interactions that span several disciplines—with particular 
attention from sociology, economics, computer science, statistics, and statistical physics, and increas-
ing attention from anthropology and political science. I do not attempt to survey the literatures 
here. Background can be found in Wasserman and Faust (1994); Granovetter (2005); Jackson (2005, 
2008, 2011); Demange and Wooders (2005); Vega-Redondo (2007); Goyal (2007); Newman (2010); 
Benhabib, Bisin, and Jackson (2011); Jackson and Zenou (2014); Jackson, Rogers, and Zenou (2014).
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In such poor villages, information is mainly spread via word-of-mouth. Thus, 
the bank entered a village and contacted a few individuals—shopkeepers, teachers, 
and self-help group leaders—to tell them that the bank would be offering loans and 
to spread the news to other members of the village. To be able to analyze how infor-
mation spread, we surveyed the villagers before the bank entered the villages and  
mapped out networks of twelve types of relationships: who borrows kerosene  
and rice from whom, whom a given villager would borrow a small sum of money 
from, who seeks medical help from whom, who gets advice from whom, who visits 
whose house for dinner, and so forth.

This network information was vital in understanding the large variation in 
participation across villages. Was it that basic information about loan availability 
was not reaching many households in some villages, or was it that there were strong 
complementarities and dependencies in decisions to participate across households? 
Answering these questions is essential in shaping policies to enhance participation. 
If it was simply that information was not spreading in the villages with low participa-
tion rates, then the microfinance organization should work to increase awareness. If, 
instead, information was spreading extensively but villagers’ decisions to participate 
were heavily tied to the decisions of their friends and participation never got rolling, 
then that would suggest very different policies—for example, policies designed to 
educate and encourage participation among well-positioned households.

To understand why network information was essential in answering these ques-
tions, let us begin by largely ignoring the rich network information that we have and 
simply analyzing decisions of households through a canonical peer-effects regres-
sion. In particular, consider a standard logistic regression of the form

	 log ​( ​  pi
 _ 

1  −  pi 
 ​ )​  =  βXi  +  λFi ,

where pi is the probability that household i participates in the loan program, Xi is a 
vector of household characteristics (caste, wealth, profession, and others), and Fi is 
the fraction of household i’s “friends” who participate in the program. This is a stan-
dard way of formulating a discrete choice problem with peer influence (and similar 
results hold for a probit formulation). Here we are using the network information 
only in determining who a given household’s friends are.3

3 Actually, even this basic network information is helpful in such direct peer effect analyses in overcoming 
the “reflection problem” identified by Manski (1993). If the behavior of one individual depends on the 
average behavior of that person’s peers (in a linear way), then if the peers are all peers of each other 
it can be impossible to disentangle the peer effect from the effects of the characteristics. The resulting 
set of equations and unknowns has many solutions: everyone influences everyone else’s behavior and 
so those can be scaled up or down in ways that make it impossible to identify the peer influence sepa-
rately from the influence of other exogenous characteristics and factors. This can be overcome with rich 
enough network data about who is friends with whom, as then the influences are not completely circular 
and the system of equations is no longer singular (Bramoullé, Djebbari, and Fortin 2009).
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If we run such a regression on these data, we find an estimate of λ above 2 
with high significance (with a p -value below .01). How does one interpret this 
finding? It suggests strong “peer effects”: a given household’s decision is highly 
correlated with their friends’ decisions. For instance, increasing the fraction of the 

households’ friends’ participation from 0 to 1 increases the odds ratio ​ 
pi _ 1  −  pi 

 ​ by a  

factor of roughly ten: so a household with a likelihood of pi = .05 of participating 
based on its characteristics and having no friends participating, ends up with an 
odds ratio of nearly .5, or a participation likelihood of roughly pi = .30 if all of its 
friends participate.

However, this analysis does not sort out whether the correlation in behaviors 
is due to basic information spreading and awareness, or other complementarities 
in decisions. To distinguish between these two possibilities, we can use the network 
to track the spread of information, and then re-estimate the logistic decision above 
after we have controlled for information spread. Thus, the richer estimation is based on a 
model that has two parts: households who have heard about microfinance randomly 
tell some of their friends, and once a household has heard about microfinance, then 
they make a decision based on their demographics and their friends’ decisions. The 
model involves three key parameters: 1) households who choose to participate in 
the microfinance program tell their friends with some probability q P; 2) the house-
holds who choose not to participate tell their friends with some probability q N; and, 
3) a parameter λ that captures endorsement effects: having more friends partici-
pate might provide additional information concerning how appropriate a loan is 
for a given household or might provide other sorts of peer pressure or influence, 
resulting in additional dependencies in decisions across households.

This estimation takes advantage of data about the full network structure to 
identify the parameters. Given that there is some randomness in the passing of infor-
mation, a household’s position relative to the first-informed people in the village 
affects the household’s likelihood of becoming informed, and so the fuller network 
structure allows us to identify the information-passing probabilities. With low prob-
abilities of information passing, information dies quickly and does not spread far 
beyond the initially informed households. With high probabilities, most households 
become informed, except households that are relatively isolated. With intermediate 
probabilities, households who are closer to those initially informed are more likely 
to hear, as are households who might be more distant but who have many paths to 
the initially informed nodes. Using the patterns of eventual participation as a func-
tion of network position, one can thus estimate the passing probabilities. With such 
probabilities in hand, one can then calculate the likelihood that any given house-
hold is informed as a function of their position in the network, and the logistic 
participation decision can be run conditional upon a household being informed.

The best-fitting parameters that we found are q P = .55 (the probability that a 
participating household tells its neighbors in the network in a given time period), 
q N = .05 (the probability that a nonparticipating household tells its neighbors in the 
network in a given time period), and λ = −.2 (the peer influence or endorsement 
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parameter). The information passing probabilities are both significantly different 
from zero and from each other, and λ is not significantly different from zero. These 
estimates paint a richer and very different picture than the original significantly posi-
tive estimate of λ, which simply reflected a correlation between household decisions.

The findings suggest that households who participate in microfinance are much 
more likely to inform their friends that microfinance is available than households who  
choose not to participate. Thus, households that have a high fraction of friends  
who are participating are much more likely to hear about microfinance than those 
with a low fraction, all else held constant. Once we condition for the likelihood of 
becoming informed, the local endorsement or peer effects are no longer significant. 
Thus, the full-network analysis suggests that much of the peer interaction in this 
setting involves people making each other aware of microfinance and that peer influ-
ences beyond that play an insignificant role in participation decisions.

Of course, as with any structural modeling, one cannot be sure of causation. In 
the network setting, one has to worry about the fact that networks are endogenous 
(a concern I discuss further below). Here, we are relying on identifying assumptions 
that take advantage of variation across villages regarding who was first informed: 
a given household’s position in the network relative to the first-informed house-
holds affects its probability of hearing about microfinance, but does not substantially 
alter how endorsement and peer influence operate. The richness of the data and a 
modern ability to compute models enable us to check the robustness of such esti-
mations and rule out alternative explanations, to provide some confidence that the 
model is capturing real phenomena. This is especially important as policies need 
to be enacted and we do not always have the luxury of controlled experiments or 
exogenous variation.

Network Properties and their Implications for Behavior

Beyond disentangling peer effects, network structure can help in many 
other ways in the understanding of economic behaviors. Given the complexity of 
networks, it is helpful to work with some basic characteristics that capture important 
aspects of network structure, and which have intuitive implications for behavior. It is 
useful to break these into two main categories: macro (global or aggregate) charac-
teristics of networks, such as the density of connections or the segregation patterns 
among nodes, and micro (local or individual) characteristics of networks, such as the 
frequency with which two friends of a given node are friends with each other or how 
specific nodes are positioned in a network.4

Macro patterns of a network play primary roles in processes of diffusion and 
social learning, as well as in determining the extent to which disparate norms or 
cultures can exist within a given society. To fix ideas, let us continue with diffusion in 

4 See Jackson, Rogers, and Zenou (2014) for extensive references and more discussion of some of the 
properties discussed here.
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mind: Which network characteristics determine whether diffusion of a new product 
(for example, microfinance) or idea is extensive or limited?

The most basic and intuitive “macro” property of networks that relates to diffu-
sion and contagion is network density. Denser networks, in terms of average numbers 
of connections per node (for example, other households with whom a household 
exchanges favors, advice, and so on in our example above), lead to more exten-
sive diffusion or contagion, all else held equal. The roots of this implication are 
seen in early studies of the spread of infectious diseases, and its understanding was 
fundamental in fighting diseases such as smallpox (for example, Anderson and May 
1991). In this literature, the “basic reproduction number” tracks how many other 
people are newly infected by a typical infected individual. If the basic reproduction 
number is above one, then the disease expands and becomes endemic, while if it 
is below one, then the disease tends to die out—an insight that guides vaccination 
policies. The basic reproduction number depends not only on the characteristics 
of the disease, such as how easily it spreads from one individual to another, but also 
upon the network structure of interactions among individuals, which determines 
how many other people a given individual comes into contact with. Denser networks 
lead to more interactions and greater basic reproduction numbers (holding fixed 
the probability of transmission via any given interaction).

This basic insight from epidemiology translates readily to the diffusion of ideas, 
information, and products, and even some aspects of transmission of economic 
shocks and financial contagion.5 In the microfinance example discussed above, a 
household has, on average, about 15  connections in the network—which in this 
context refers to how many other households with whom it has at least some sort of 
regular interaction such as borrowing/lending kerosene or rice, seeking/providing 
medical help, exchanging advice, and other interactions. Our estimated probabili-
ties of transmitting information from one household to another of .55 and .05 per 
period (for participating and nonparticipating households, respectively), lead to 
corresponding basic reproduction numbers of 8.25 and .75 per period. Given that 
these are per-period estimates, and households communicate over more than one 
period (typically three to six in the data), both basic reproduction numbers end up 
above one, and so nontrivial diffusion of information is feasible in the villages.

Although there is some variation in density across villages, they all end up with 
basic reproduction numbers that average above one, so variation in network density 
does not seem to be the answer as to why there is substantial differences in participa-
tion across villages. Nonetheless, the large difference in the reproduction numbers 
between participating and nonparticipating households suggests that whether the 
first-informed households participate could be important: there is randomness in 

5 Financial cascades add a twist to contagion processes since the amount of exposure of one institution 
to another varies along with the network structure. This can result in much richer interactions between 
network structure and cascades (for discussion, see Allen and Babus 2009; Gai and Kapadia 2010; 
Acemoglu, Ozdaglar, and Tahbaz-Salehi forthcoming; and Elliot, Golub, and Jackson forthcoming). 
Similarly, adding marketing or pricing to diffusion enriches the process, as in Campbell (2013).
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the diffusion process and it does not go on indefinitely, and so differences in the 
probability of one household telling another could have consequences regarding 
the extent of the diffusion. Indeed, participation of the first-informed households 
turns out to be a significant predictor of eventual participation.

More generally, these sorts of insights help make predictions about which soci-
eties are more susceptible to contagions as well as widespread diffusion, and can 
help in designing policies on a wide range of things from vaccinations to the subsi-
dization of technology adoption. The predictions of such theories are also born 
out in the field beyond epidemiological studies. For example, Alatas, Banerjee, 
Chandrasekhar, Hanna, and Olken (2012) use network information to assess how 
social learning is affected by network structure. Based on network information from 
more than 600 Indonesian villages, they find that network density and other charac-
teristics correlate with how much people know about other people in their villages. 
This is also an example in which both the theoretical and the empirical research 
rely on measures of networks that cannot be proxied for, even with ideal geographic 
data—especially given the tight village formations.

Beyond the density of a network, another fundamental network property 
that has far-reaching implications concerns segregation patterns. In particular, a 
feature observed in many social networks, referred to as “homophily” (a term due 
to Lazarsfeld and Merton 1954), is that similar individuals tend to be linked to each 
other. For example, consider the network pictured in Figure 1, which is a network 
of connections between households in one of the villages from the Banerjee et al. 
(2013) study. A connection in this network is based on the borrowing and lending 
of kerosene and rice. The round (solid fill) nodes are households that fall within 
the “scheduled castes” and “scheduled tribes” (those considered for affirmative 
action by the Indian government), and the square (checkered fill) nodes are the 
remaining “general” and “otherwise backward” caste designations. We see strong 
patterns of association by caste designation. Although it may not be surprising to 
see some segregation in the network given the history of castes in India, the strength 
of the division is striking. Moreover, such strong homophily is not unusual, and is 
observed in network data based on all sorts of attributes, including age, race, gender, 
profession, religion, education level, and others (for background, see McPherson, 
Smith-Lovin, and Cook 2001).

Such segregation patterns have profound consequences for behaviors within 
a network. Such segregation could clearly slow or impede diffusion or contagion 
that begins in one group from reaching others. However, there are more subtle 
implications. To see this most starkly, consider two groups, Circles and Squares, as 
in Figure 1. Suppose that Circles are more susceptible to becoming infected (by 
a virus or opinion), while Squares have a lower probability of becoming infected, 
and that the virus or opinion is relatively difficult to transmit. For example, older 
people might be more susceptible to flu; similarly, some new idea or product, news 
of which spreads via word-of-mouth, might be more attractive to people of a partic-
ular age, ethnic background, religion, profession, or other shared characteristic. If 
a network is well-integrated, then that diffusion may never gain traction, because 
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even if some Circle node becomes infected, the chance that it spreads to other 
nodes is small because the infected node has too few Circle neighbors and the virus 
spreads with low probability to any particular Circle neighbor, and with extremely 
low probability to any Square neighbors.

To see this most clearly, suppose that a typical node has four  neighbors: 
two circles and two  squares. Suppose also that the chance that an infected node 
infects any given neighbor is 1/3 if that neighbor is a Circle and 1/8 if the neighbor 
is a Square. So, a rough estimate of the basic reproduction number (discussed above) 
in a network in which a typical node has two Circle neighbors and two Square neigh-
bors is 1/3 + 1/3 + 1/8 + 1/8 < 1. In contrast, if the network exhibits the high 
level of homophily that we see in Figure 1, then many Circle nodes have at least four 
friends who are Circles, and thus have basic reproductive numbers of at least 4/3, 
and so above 1. Therefore, in the network with high homophily, the diffusion or 
contagion can get traction in the Circle population and can even eventually infect 

Figure 1 
Homophily in an Indian Village

Source:  Author (Matthew Jackson) using data from Banerjee, Chandrasekhar, Duflo, and Jackson (2013).
Notes: Nodes are households, and a link indicates that the pair of households report that at least one 
borrows kerosene and rice from the other. The round (solid fill) nodes are households that fall within 
the ‘“scheduled castes” and “scheduled tribes” (those considered for affirmative action by the Indian 
government), and the square (checkered fill) nodes are the remaining “general” and “otherwise 
backward” caste designations. The positioning of nodes is by a spring algorithm that groups nodes more 
closely together when they are linked to each other (and not based on geography, caste, or other node 
attribute). The frequency of links among pairs of households is .089 when both are within the same 
group, while it is only .006 when they are in different groups.

http://pubs.aeaweb.org/action/showImage?doi=10.1257/jep.28.4.3&iName=master.img-000.jpg&w=411&h=225
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some of the Squares. The homophily helps to “incubate” the contagion or diffusion 
process, allowing it to gain hold, and then, once it becomes prevalent enough in 
one of the groups, it can spread more widely in the society.6

The implications of homophily reach well beyond basic diffusion processes. 
For example, consider the choice of an individual to pursue higher education or 
even just to participate in the labor force. The payoff from doing either of these is 
dependent on the decisions of a person’s friends and acquaintances. For example, 
it is well-documented that social contacts play an important role in obtaining jobs.7 
Thus, if an individual’s friends and acquaintances are educated and employed, the 
individual has a greater incentive to become educated and be part of the work 
force as he or she will have greater opportunities to take advantage of the educa-
tion and/or participation in the labor force. This is further amplified by other 
complementarities in decisions: having friends who study, take entrance exams, 
complete high school, apply and go to college, interview for jobs, and so forth, 
not only raises one’s prospects for future employment from following suit, but also 
provides an individual with valuable sources of information about how to do so. 
All of these factors tie friends’ and acquaintances’ decisions together, and produce 
network effects whereby individuals who are connected in the network tend to make 
decisions that are correlated, beyond the influence of any of their characteristics. 
When we couple this with homophily, we then end up with strong correlations by 
ethnicity, age, gender, religion, and other characteristics in decisions to acquire 
human capital and participate in the work force, well beyond what would be 
predicted by other channels such as parental influence and investment, discrimi-
nation, and the like. Network segregation patterns, and homophily in particular, 
allow multiple conventions to endure in a society and can be an important factor 
in understanding sustained differences in employment and educational attainment 
across groups. This has important policy implications, because of the dependence 
of behaviors among linked-individuals. For example, understanding that decisions 
are tied to each other means that subsidizing education individual-by-individual can 
be less effective than targeting subsidies in ways that take advantage of local network 
effects, a point discussed in Calvó-Armengol and Jackson (2004, 2007).

Beyond the macro patterns of networks, there are two particularly promi-
nent aspects of networks from the micro or individual side that are very useful in 

6 Diffusion and learning processes in networks with homophily suggest particular measures of segre-
gation (Morris 2000; Golub and Jackson 2012), and the effects can depend on heterogeneity in the 
population (Dandekar, Goel, and Lee 2013; Jadbabaie, Molavi, and Tahbaz-Salehi 2013), and the interac-
tion structure (Reluga 2009; Galeotti and Rogers 2013; Jackson and López-Pintado 2013).
7 The extensive literature on this subject dates to Rees (1966); see Ioannides and Loury (2004) for an 
overview. For example, Beaman (2012) takes clever advantage of a program to resettle political refugees 
in the United States to study the impact of social connections on employment outcomes. She finds that 
if refugees were randomly placed into an area where there was a relatively larger group of residents with 
similar ethnic backgrounds who had been in place for sufficient time, then the resettled refugees had 
a significantly higher employment rate than similar refugees placed into areas with smaller groups of 
tenured residents.
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understanding economic behaviors: one concerns the “centrality” of individual 
nodes in a network, and the other concerns local “clustering” patterns.

Let us begin with centrality, as that sheds substantial light on the puzzle of 
why there was substantial variation in participation in microfinance across villages—
ranging from 7 to 44 percent. As we have already discussed, differences in network 
densities across villages do not seem to vary enough across villages to be the expla-
nation in this instance. Also, even though there is substantial (even extreme) 
homophily in the villages, the bank initially approached enough households 
(roughly between 5 and 15) in each village that it tended to end up “seeding” the 
diffusion process within the different main groups in each village. As it turns out, 
centrality of the first-informed households does vary substantially across villages and 
in ways that account for a substantial amount of the variation in participation across 
villages—especially when coupled with whether those first-informed households 
participate (which affects how likely they are to tell other households).

The idea that centrality of individuals impacts what information they have 
access to, how they behave, and how their behavior affects that of others was an 
early one in the literature (for example, Simmel 1908; Katz and Lazarsfeld 1955). 
This has led to many different measures of the centrality or influence of nodes in 
a network, ranging from just counting a node’s number of connections, to more 
sophisticated and iterative methods that track how well connected a node’s friends 
are (for background, see Jackson 2008).

In the context of the diffusion of microfinance, the centrality concepts that are 
strong predictors of participation measure the first-informed nodes’ positions in the 
network based on their reach, where reach is naturally defined based on a diffusion 
process (for details, see Banerjee, Chandrasekhar, Duflo, and Jackson 2013, 2014). 
The fact that centrality helps explain the variation in diffusion does not contradict 
our earlier observation that the basic reproduction numbers in the villages were 
all above one. The basic reproduction number is, in essence, a limit concept, and 
with a relatively small number of first-informed households, there is still significant 
randomness in the diffusion of information, and so the first-informed households’ 
positions in their village networks can matter significantly.

Beyond diffusion processes, centrality also plays an important role in peer influ-
ence. For example, better-connected individuals can have greater opportunities for 
complementarities in behaviors and exude greater influence. For example, an indi-
vidual’s decision to undertake a given behavior can have ripple effects well beyond 
his or her immediate neighbors, operating via a sort of social multiplier. That social 
multiplier naturally translates into a centrality measure. Ballester, Calvó-Armengol, 
and Zenou (2006) and Bramoullé, Kranton, and D’Amours (2014) show that a 
specific centrality measure based on such a social multiplier calculation captures the 
influence of individuals in networks with complementarities in actions. Moreover, 
Calvó-Armengol, Patacchini, and Zenou (2009) find evidence that an individual’s 
centrality can have significant effects on an individual’s education attainment as 
well as the education of others. Similarly, more general models of interactions with 
complementarities (as in Galeotti, Goyal, Jackson, Vega-Redondo, and Yariv 2010) 
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make broad predictions about how individual behavior depends on position in a 
network as well as how that translates into overall behavior in the network, and some 
of those predictions have recently been confirmed in a laboratory setting (Charness, 
Feri, Meléndez-Jiménez, and Sutter forthcoming).

“Clustering” is our last example of a prominent network property that has 
important implications for economic behaviors. This is another property that 
is prevalent in social networks (see, for example, Watts and Strogatz 1998), like 
homophily, but its implications are some of the most intricate that we have discussed. 
Clustering, and various related measures, track whether an individual’s friends form 
a tightly knit group rather than being separate from each other. For example, one 
measure of clustering in a network is the frequency with which two  friends of a 
given person are friends with each other. If household A borrows/lends kerosene 
and rice with households B and C, does that mean that B and C are also likely to 
borrow/lend kerosene with each other? The answer is often yes; and for a variety 
of reasons, connections in social networks tend to be correlated, so that friendships 
are significantly clustered.

Theories of the implications of, and some reasons for, clustering are related 
to theories of social capital, such as those of Coleman (1988) and Putnam (2000). 
Those theories suggest that having high interconnectivity in a network on a local 
level is important in encouraging “cooperative” or “pro-social” behaviors. Recent 
game-theoretic models have helped clarify how local network patterns relate to 
behavior, and they shed light on measures related to clustering. Three main insights 
have emerged. First, in a highly-clustered network, if an individual misbehaves, then 
news of the misbehavior can quickly spread among that individual’s friends—because 
the friends are also likely to be friends with each other—and so they can cooperate 
in retaliating against the misbehavior. Networks without such clustering patterns 
can insulate an individual from retaliation for bad behavior (Raub and Weesie 1990; 
Bloch, Genicot, and Ray 2008; Lippert and Spagnolo 2011; Ali and Miller 2012, 
2013). Second, a pair of individuals who exchange favors, or who engage in any 
informal relationship that is not completely contractible, can have stronger incen-
tives to behave efficiently if they have friends in common. Those common friends can 
react to misbehavior by ostracizing the individual, thereby providing incentives for 
that individual to behave cooperatively/efficiently ( Jackson, Rodriguez-Barraquer, 
and Tan 2012). Third, high clustering can also affect diffusion. For instance, it 
may be that an individual will only undertake a new behavior if “enough” of his or 
her friends also do. For example, a choice of a video game platform may depend 
on whether one’s friends are using the same platform. High clustering can allow 
groups of friends to coordinate on their behavior: as one example, all adopting a 
new technology that requires interaction with others (Centola 2011).

Some of the recent game-theoretic models of how local network patterns 
impact behavior are being examined in emerging empirical investigations. There 
is evidence consistent with some of the basic predictions, finding that various local 
link patterns are important predictors of money transfers and borrowing behavior 
(Karlan 2007; Karlan, Mobius, Rosenblat, and Szeidl 2009a, b; Blumenstock, Eagle, 
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and Fafchamps 2013; Kinnan and Townsend 2012); favor exchange ( Jackson, 
Rodriguez-Barraquer, and Tan 2012); patterns of risk-sharing (Ambrus, Mobius, 
and Szeidl 2012); and product adoption (Centola 2010).

A Challenge: Endogenous Networks

Our discussion of clustering brings into focus another aspect of how social 
networks relate to behavior: networks are not only conduits for information or influ-
ence, but also adjust in reaction to behaviors. As one example, social norms can 
be very robust when people fear losing friends and their position in a network if 
they do not behave in prescribed ways. This symbiosis presents particular challenges 
for analyses of behaviors in social contexts because the coevolution means that 
it may be difficult to find exogenous sources of variation. One implication is that it  
becomes very important to understand how networks form. It is thus no surprise 
that the other broad branch of the economic networks literature, besides the one 
studying how network patterns of interactions determine behavior, concerns how 
networks form.

Network formation is important for various reasons, a couple of which are 
particularly germane to our discussion here. First, there is a fundamental question 
of whether the “right” networks form. Given that networks have important implica-
tions for behaviors, and that relationships have externalities, we need to know the 
extent to which networks that form in a decentralized manner end up being effi-
cient from society’s perspective. For example, when a researcher undertakes a new 
collaboration, that collaboration affects what he or she learns and can pass on to 
other researchers as well as how much time he or she can devote to other collabora-
tions. These positive and negative externalities are not always incorporated in the 
decision to form the new relationship. The early economics literature was focused 
on network formation models and this question in particular. For example, a central 
theme in Jackson and Wolinsky (1996) was the differences between networks that 
form when individuals choose their relationships and the networks that maximize 
overall welfare.8

A second reason for studying network formation has come to the forefront with 
the new wave of studies of how networks affect behavior. People often form rela-
tionships because they wish to be connected to other individuals for economically 
relevant reasons like the benefits of collaboration, exchange, and sharing of infor-
mation. As mentioned above, this endogeneity poses a huge challenge in analyzing 
how network structure affects behavior. Although selection and endogeneity issues 

8 The early literature explored this theme under a variety of formation processes (for example, Jackson 
and Wolinsky 1996; Dutta and Mutuswami 1997; Bala and Goyal 2000; Dutta and Jackson 2000; Currarini 
and Morelli 2000) and ultimately with a variety of stability definitions and in many different settings. 
Overviews appear in Jackson (2005, 2008) and Goyal (2007).
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are well-known to economists working with observational data, the issues in network 
settings can be acute.

Although a researcher can control for observed characteristics, there could 
also be homophily driven by unobserved characteristics. For example, in the 
analysis of microfinance participation decisions in the Indian villages we discussed 
above, suppose that people who have similar levels of risk aversion are more likely 
to be friends with each other than people who have differing levels of risk aver-
sion, all else held equal. Then correlations in loan-participation decisions across the 
network could be due to the correlations in risk preferences between linked indi-
viduals, not social influence. In our analysis such confounds for peer influence were 
likely not a major issue, as we found no peer effects after correcting for information 
passing (for which we had some identification), but it might not always work out 
that way. Indeed, failing to properly account for such homophily has been shown to 
lead to major biases in some imputed peer effects: Aral, Muchnik, and Sundararajan 
(2009) find such a bias in a network of estimating peer influence among 27 million 
users of an instant messaging network; and studies by Hsieh and Lee (2011) and 
Badev (2013) find such effects in friendship networks and decisions to smoke in 
US high schools.

One approach to dealing with this is to perform controlled experiments. This 
can be done by fully controlling the network of relationships within a lab (for 
example, Choi, Gale, and Kariv 2005; Kearns, Judd, Tan, and Wortman 2009), or 
by assigning subjects in the field positions in a network through which they must 
communicate (for example, Centola 2010, 2011; Goeree, McConnell, Mitchell, 
Tromp, and Yariv 2010). These techniques can test theories of how networks impact 
behaviors, which can then help inform further research as well as policy.

Although controlling networks themselves is not always possible, especially 
when dealing with the large-scale networks upon which some of the most inter-
esting research questions apply, one can still exert some control over the interaction 
patterns and obtain robust conclusions. For example, Cai, de Janvry, and Sadoulet 
(forthcoming) examine the diffusion of a new form of insurance in rural China. 
After mapping out social networks, these researchers select some individuals to 
receive some financial education and then examine how that education (or lack 
thereof) affects decisions to participate in an insurance program by friends of 
farmers. By controlling who receives the education and the level of that education, 
they are able to see that the impact of having an additional “educated” friend is 
substantial—about half as much as the impact of directly receiving the education, 
and equivalent to a 15 percent drop in the price of insurance. Moreover, they are 
able to separate the effect of a friend’s education from that friend’s own decision 
to buy insurance and find that it is the information from the education, not the 
purchase decision, that impacts the friend’s decision.

Of course, field experiments that appropriately control interactions or treat-
ments are often impractical, especially in some very interesting areas for networks 
research: financial markets, crime, international alliances, and many others. Rather 
than giving up on research in these areas, or waiting for some lucky source of 



16     Journal of Economic Perspectives

exogenous variation or a powerful instrument, we must still make progress as the 
importance of the applications require it. This requires modeling network forma-
tion and handling the endogeneity issue head-on.

One innovative technique is based on the “latent space” (meaning unob-
served characteristic space) estimation that has roots in statistics and has seen some 
limited use in network settings before (as in Hoff, Raftery, and Handcock 2002). 
The ideas behind these techniques were recently put to new use in network settings 
by Goldsmith-Pinkham and Imbens (2013) to account for unobserved homophily.

As a simple illustration, suppose that we are interested in how networks of 
student friendships affect scholastic achievement and that two traits influence how 
they form friendships: their ethnicity and how ambitious they are. To keep the illus-
tration simple, suppose that there are two ethnicities and two  levels of ambition. 
Suppose that a student has a high probability of forming a friendship with another 
student who is the same on both traits, a medium probability of forming a friend-
ship with another student who is the same on one trait and different on the other, 
and a low probability of forming a friendship with another student who is different 
on both traits. Now consider a researcher who observes the ethnicities of students 
and the friendship network but not the students’ ambition level. Without correcting 
for ambition, which could affect scholastic achievement, we might misattribute 
some achievement effects to the network interactions and even to the ethnicities.

The key idea in this approach is that homophily can help us to draw inferences 
about the unobserved trait of ambition. For instance, if we see two students who are 
friends but of different ethnicities, then that helps us to infer something about their 
similarity with regards to ambition. Since they differ in ethnicity, it would be very 
unlikely for the friendship to have formed if they also differed on ambition levels. 
So, observing the friendship in spite of their difference in ethnicity leads us to 
believe it is more likely that these two have similar ambition levels than two people 
picked at random in the population. Similarly, if we see two people who are not 
friends but who are of the same ethnicity, then they are less likely to be similar on 
the ambition dimension than two individuals chosen at random from the popula-
tion. The next step is then to use this insight to help in estimating peer effects. This 
method thus allows one to see whether the inferred missing characteristic correlates 
with achievement, and then accounting for that correction eliminates some of the 
bias in the attribution to other factors, such as peer influence. Even without fully 
estimating the impact of the unobserved characteristics, as Goldsmith-Pinkham 
and Imbens (2013) discuss, one can still use these ideas to test for possible missing 
correlated attributes.

This latent-space technique can be powerful, but is particularly sensitive to the 
way in which the model is specified. We need not know which unobserved factors 
might affect network formation and behavior. In the example, the unobserved factor 
was called “ambition,” but it could have been any set of variables that acted similarly. 
The tricky part is that one has to guess the right specification, for instance the form 
that unobserved variables take (discrete, continuous) and how they impact behav-
iors (linearly, nonlinearly, in concert with other variables, or some other choice), 
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and (to date) the approach is a parametric one.9 The technique can be thought of 
as an analog to revealed preference theory: we do not observe consumers’ prefer-
ences, but can estimate them assuming that consumers are maximizing some class 
of utility function subject to errors, similar to here presuming that homophily along 
some unobserved traits exists and takes some functional form, subject to errors. The 
inferred traits and homophily, just as the inferred utility function and preference 
maximization, can then be used to help understand behaviors. The quality of the 
inference then depends on the appropriateness and versatility of the models.

This brings us back to one of the most important areas of network research: 
developing richer, but still tractable, models of network formation. By richer, I mean 
the following. In the latent-space example, formation took place entirely at the link 
level: the decisions by two individuals to form a friendship was based solely on their 
characteristics. However, as we saw in our discussion of clustering, link formation 
in a network is generally correlated. For example, people meet each other through 
friends of friends; there are advantages to having friends be friends with each other; 
networks with local clique structures are better suited for enforcing behaviors; and, 
most basically, the value of a relationship generally depends on to whom the other 
party is linked.

So, ideally, we would like a model of network formation to do three  things: 
i) allow for network effects and admit dependencies at more than the link level; 
ii) capture endogenous decisions to form relationships; and iii) be tractable enough 
to take to data.

Satisfying all three desiderata is challenging, and models that do so are only 
now emerging. With interdependencies in relationships, a model can no longer 
be specified at the link level but must involve a more holistic view of the network. 
Specifying the likelihood at a network level then runs into tractability issues, as 
the number of possible networks is exponential in the number of nodes, and so 
even with a tiny number of nodes it is impossible to calculate the relative likelihood 
of different networks. The model that has become a workhorse in the sociology 
literature, the exponential random graph model, allows for quite rich sets of depen-
dencies in relationships and can be adapted to allow for endogenous decisions to 
form relationships as functions both of network position and node characteristics. 
Unfortunately, in the raw form, these models have severe computability issues and 
deficiencies in accuracy even though there is software that provides estimates.10

Some models do satisfy all of the above desiderata, either by building the 
network in a sequential fashion that allows new links to depend on the network 
existing at the time of a new node’s entry (Barabasi and Albert 1999; Jackson and 

9 For more discussion of this technique and other issues related to modeling and estimating peer interac-
tions with endogenous relationships, see the comments that follow the Goldsmith-Pinkham and Imbens 
(2013) paper.
10 The Markov Chain Monte Carlo simulations used in the estimation procedures generally do not mix 
in less than exponential time (Bhamidi, Bresler, and Sly 2008), and so even though estimates are offered 
by the software, the estimates and the bootstrapped random errors can be inaccurate (see the discussion 
in Chandrasekhar and Jackson 2014).
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Rogers 2007; Christakis, Fowler, Imbens, and Kalyanaraman 2010; Chaney forth-
coming); building the network in such a way that very specific dependencies are 
admitted but are restricted in ways so as to not cause estimation problems (Mele 
2010); or by modeling at a “subgraph level,” allowing for local interdependencies 
but allowing for sufficient independence on a larger scale so as to enable easy esti-
mation (Chandrasekhar and Jackson 2014).

In addition, one needs models that address homophily and help sort out the 
various forces that mold individual decisions to associate with others with similar 
characteristics. Homophily depends not only on preferences, but also depends on 
opportunities to form relationships, on norms, and on other factors. There are 
some emerging models of network formation that pay particular attention to under-
standing homophily (for example, Currarini, Jackson, and Pin 2009, 2010; Baccara 
and Yariv 2010; Tarbush and Teytelboym 2014; Graham 2014), and such models may 
be useful as steps in building models suited for general application.

The Future

Economists cannot ignore that many human decisions are made in the context 
of, and shaped by, networks of interactions. The variety of settings in which network 
analyses are providing deep insights is already substantial and continues to expand, 
including: development economics, labor markets, risk sharing, local public good 
provision, crime, education, social learning, bargaining and exchange, technology 
adoption, marketing, international trade, financial markets, and political economy. 
As such, it is inevitable that economic research on social networks will continue to 
grow and become part of an economist’s basic toolbox. Many models of networked 
interactions are not difficult to simulate, and thus can be estimated in ways that are 
quite familiar to social scientists who work with data. The main novelty is including 
information about network structure, such as density, homophily, centralities, 
or details of who interacts with whom; and such data is increasingly easy to find or 
collect. The healthy interface between empirical observation and theory is helping  
us develop richer network models that are tractable and versatile—helping us to 
answer questions as to why certain patterns of behavior appear and what the ulti-
mate welfare and policy implications are.

Our changing world makes such analyses imperative. Indeed, advances in 
technology make it possible not only to interact with greater numbers of people, 
but also for niche groups built around specific interests to attract and maintain 
critical masses. News can spread around the globe in minutes, people can very 
cheaply keep in touch with others and collaborate on projects at great distances, 
and one can find a wanting audience for almost any type of knowledge or opinion. 
These potentially profound changes can lead to an increasingly dense network of 
interactions, but also could result in more segregated interactions, as it becomes 
easier to locate and stay in communication with others who have similar charac-
teristics or interests. As we have seen, network density and homophily are network 
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properties that have different implications for behavior. Which one will win out: 
will the world become more interconnected or polarized? The answer may depend 
on context, since as we glimpsed above, these changes may have different implica-
tions for a pure contagion process, such as the spread of a disease, compared to one 
that is more interactive like collective action or political activism. Understanding 
the ultimate impact of such changes on our beliefs, decisions, and behaviors, will 
draw on a well-developed science of networked interactions and provides a rich 
agenda for an exciting field.
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