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Problem 1

Prove that X, the mean of a random sample of size n from a distribution that is N (✓,�2
)

(�1 < ✓ < +1) is, for every known �2 > 0, an e�cient estimator of ✓.

Problem 2

LetX1, X2, ..., Xn be a random sample onX that has aGamma (↵ = 4,� = ✓) distribution
with 0 < ✓ < 1.

(a) Find the MLE of ✓.

(b) Find the Fisher information I(✓).

(c) Show that the MLE of ✓, which was derived in point (a), is an e�cient estimator of

✓.

(d) Obtain the asymptotic distribution of
p
n(✓̂ � ✓).

Problem 3

If X1, X2, ..., Xn is a random sample from a distribution with pdf:

f(x; ✓) =

(
3✓3

(x+✓)4 0 < x < 1
0 elsewhere

Show that Y = 2X is an unbiased estimator of ✓ and determine its e�ciency.
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PROBLEM &

I(0) = - (log((x = a)(0]
GIVEN THAT THE LIKELIHOAD Of A GIVENY IS

ALWAYS PROPORTIONAL TO THE PROBABILITY & (X ;A
THER LOGS WILL NECESSARILY DIFFER BY A

CONSTANT THAT IS INDIPENDENT OF E
,
AND

THE DERIVATIVES OF THESE LOGS WIRIT .
O

ARE EQUAL
.

THUS IN THE DEF OF FISHER

Into we can use by L(d ; X) Instrad
of log & (X ; a).

(X -a)

log R(X : 8) = - by eng -

--

blog & (X ; a) X-

= 6
&



5-bg R(X ; a)
=

- %
Jat

I(a) = - =)
BRUND%CRAMER-RAd &
LOWER

Var()= var(x)=
SINCE * IS UNBLASED FOR O

VAR(Y) = & ATTAINS THE CRIB

HENC X IS AN EFFICIENT ESTIMATOR

Of &
.



REFORMULATION FOR ILD SETTINGS :

If 41
1
42

, ...,
/N ARE I

.

1
.
D
.,
THEN :

In(0) = - NE/jlogR = (Xn]

WHILE
,
THE FISHER INFO FOR A SINGLE

SAMPLE I(d) IS :

I(1) = -E(logfo(Xm)]
WHICH MEANS THAT :

In(a) = NI(a)



CRAMER- RO LOWER BOUND

If IS AN UNBIASED ESTIMATOR OF AN UNKNOWN
PARAMETER A BASED ON N INDEPENDENT

OBSERVATIONS
,
THEN

&

VAR(G)
NT(G)

WHERE I(e) DENOTES THE FISHER Information of

ONE OBSERVATION-



PROBLEM 2

& aß
Xi N Gamma (+, ) (1 .

1
.

D.)

S
4

h

-
-

If X30

& (x(2 , p) =
+(a)

& OTHERWISE

3
-

If XX &

& (x(4 ,a) = 1(t)aS
& OTHERWIS-

W WRITE THE LOG-LIKELIHOD FUNCTION

STARTING FROM THE LIKELIHOOD FUNCTION :



h(4 , B(4) =
↑ X3-Ti

i =1(4)

-
i =1 M(4)

=
&

-(t)(x)(*
=
TAKE THE LOG :

l(0) = [[ -bog((4) - ilga - 3bz(x)-]
l'(d) = [ - =+ ) =

I
= m(xa +π)/-



SET l'() = &

A =

T

&

THEN 1"( E) <0 ,
THUS

,
The MLe of

o is -
2B) Find I (d)

THE LOG-PDF WRITES AS FOLLOWS :

log &(4 ; d) = constant -↑loga + 3log(4) - T

blogf(xia)
= -+o

-d

6 by & (4a)
= 4-

ba



RECALL THAT, WE WROTE THE PDF AS :

2 - 1 - 4/a
I

& (xixiB) =

1(a)
Xe

>THE Mean Is : E(D) = aB
IN THS CASE 2 = 4, B =*

THE MEAN Becomes E(x) = 4

I() =
-E( log Po(t)]

I

=f

↑E
=~F]



-A
=
var(x) = aB- > 48

VAR() = VAR ( &) =

I

= i [0] =

-I
SINCE VAR(E) AND CALB ARE THE SamG,
È IS AN EFFICIENT ESTIMATOR FOR A



D) OBTAIN The ASYMPTATIC Distribution of

( - a)
TH ASSUME 11

,
42

, ...,
In ARE IID With PDF

& (X ; A) SUCH THAT THE REGUARITY

CONDITIONS ARE SATISFIED.

SUPPOSE FURTHER THAT I(a) SATISFIS

o < I(a) < &

,
THEN and consistent

SEQUENCE Of SOLUTIONS Of THE ML

EQUATIONS SATISFIES :

( - a) ·> (a, =(0))
( - 0)" -N(a)



PROBLEM 3

Ro(x) =

3
40; 30

(x + 0)9

bog Ro(x) = log(30) - log(x +0)
I
= 3bg(a) - 4 by(x +=

6 (3lg() - 4 by (x

↳
=--
I() = -E log Ro(t)]



WE NEED TO APPLY THE LAW Of THE UncarCIOUS

STATISTICIAN :

E(g(x)] = (a g(x)Ry(x)di
&

g(x) =

(x +a)-

Ro(x)=
3

(x+a)
3
3 dX

E(g(x)) =(cia (e+a)
I NEED TO COMPUTE :

E-a]]



S 303

(+e) (++
09dx

-d
u = X +

du = d

When x = 0
,
u=

When X
. > a ,

m + a

Ius bu

= 303) du



(n du
=

-
Sus

=> 3[ -T
[-us]a = 0

[5]
o
=-Es

BACK TO THE INTEGRAL :

= 38(0 - ( - bas)) = 303

=[] =

=-=
15 - 12

-son



for Xe
, ...,
In Role) , Let

8 = 24

THEN F[] = F(eT]
= =E(m) = 2[NM] =

1 2 = [4]

Var[] =
evar(4)

N

-[1] =)da
-([+-A]
-3

I



↓
LET US SOLVE THE INTEGRAL

M = y+

du = dX

THE LIMITS BECOME [A
,
+ a]

+-

= 3)+an -
= 3-03( -u

=31
= =8) - 0 - fo) - -



-
= 0 - a = 1

(+0)
+

dx%-I
u=
4 = M

dx= &M
WHEN X = 0 / M = 0

WHEN X = +&
,
m =+



=33
=30/) bu

-30
on M

d(m+1)9

=38e
= 3)+M
WE SOLUD THIS USING INTEGRATION By PARTS :



(rdw = vw-(wa
V = u

- >bu = 2udu

du = cure du > w= - (n+1)

=fi (5 (u+3)]u M1
.

3(m+ 1)3

in
ATM = & > &

ATM =
+ & >&

WE ARE LEFT WITHi

·tue



V = M+ 1

du = du

THE LIMITS BE Ve[1
,
a]

↓I d

-( (i - Ts)dr

= (* du=

=[ =(
Summing UP THE TWa PARTS :



(
*

(fe - yz)du =
1 - 2 =

-(1- ) = 5
Summing Up :

30+M4 = 300 =
0

var()=f(x) - E(x)]=
IS THE Estimator of O , Nameln UnBlaseD?

YES !

E(41) = = > E(b) = 2 f(x)
I

=2-



NOW LET US ASSESS The Efficiency of

=[


