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Problem 1

Let X1, X2, ..., Xn iid ∼ N (1, σ2). Find a method of moments estimator of σ2, call it

σ̂2.

Problem 2

Suppose that X is a discrete random variable with the following probability mass func-
tion:

X 0 1 2 3

P(X) 2θ/3 θ/3 2(1-θ)/3 (1-θ)/3

Where 0 ≤ θ ≤ 1 is a parameter. The following 10 independent observations : 3, 0, 2, 1, 3, 2, 1, 0, 2, 1
were taken from such a distribution.

(a) What is the maximum likelihood estimate of θ?

(b) Find the MoM estimate for θ. Is it different from 1/2?

Problem 3

The Pareto distribution has the following probability density function:

f(x; θ) = θ αθ x−θ−1, for x ≥ α , θ > 1

Where α and θ are positive parameters of the distribution. Assume that α is known and
that X1...Xn is a random sample of size n.

(a) Find the method of moments estimator for θ.
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(b) Find the maximum likelihood estimator for θ. Does this estimator differ from that
found in part (a)?

(c) Estimate θ based on these data: 3, 5, 2, 3, 4, 1, 4, 3, 3, 3.

Problem 4

Let X1, X2, ..., Xn be a random sample from a Bernoulli distribution with parameter p. If
p is restricted so that we know that 1

2 ≤ p ≤ 1, find the MLE of this parameter.
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