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Previously on COM1011:
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Today:
● Introduction to classification

● Logistic regression

● Linear classifiers

● The perceptron algorithm
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Train-test split
● Train your algorithm

on part of the data

● Test it on another part

● Splits are usually around

80% train, 20% test

● This can be used with all 

sorts of ML algorithms
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Classification
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● Using x and y only

● Can you predict which dots 

are red and which ones are 

blue?

OR:

● Can you classify the (x , y) 

pairs into red or blue?
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  Classification is used everywhere



  Classification is used everywhere

? ?    

New York New York San Francisco San Francisco



Image classification



Image classification
Chihuahua or blueberry muffin



Image classification
Chihuahua or blueberry muffin Sheepdog or mop



Image classification







Illustration by @Ciaraioch 

Classification is supervised learning.

1. You train the algorithm

    using some correct examples,

    or “ground truth data”
 

2. A trained algorithm can make

     predictions about new data



Classification is supervised learning.

1. You train the algorithm

    using some correct examples,

    or “ground truth data”
 

2. A trained algorithm can make

     predictions about new dataInput: smells

Output: banana or apple?



Regression is also supervised learning.
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Regression is also supervised learning.
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1. You train the algorithm

    using some correct examples,

    or “ground truth data”
 

2. A trained algorithm can make

     predictions about new data



First classifier: Logistic Regression

The input:

x = continuous data

y = binary data
 

yes

Luminosity
no

Is it a star?



Logistic Regression

The input:

x = continuous data

y = binary data
 

yes

x
no



Logistic Regression

The input:

x = continuous data

y = binary data
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Logistic Regression

The input:

x = continuous data

y = binary data
 

The model:

1

0 x

Play with the parameters at: desmos.com/calculator
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Logistic Regression

The input:
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Logistic Regression

The model:

 

The interpretation:

The model gives the

       probability of y = 1,

for a given value of x
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Logistic Regression

The model:

 

The interpretation:

The model gives the

       probability of y = 1,

for a given value of xi

1

0 x
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 Cost function:
log_reg.fit(X_train, y_train)
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h(x)



 Cost function:
log_reg.fit(X_train, y_train)



 The score is also different: no more R²
score = log_reg.score(X_test, y_test)

1

0 x

y

x

y

R²



 The score is also different: no more R²
score = log_reg.score(X_test, y_test)



Accuracy = TP+TN

TP+TN+FP+FN

Here’s our score:



Second example: the Perceptron



The Perceptron

y = ax + b



Perceptron in more dimensions

y = a1x1 + a2x2

z = a x   + b y
              or



The Perceptron



The Perceptron



The Perceptron



The Perceptron

Input

Output:

1 or 0
Parameters

Step 
function



y=0 or y=1
given x1, …, xK,

The Perceptron

Input

Output:



Training a perceptron

1. Initialise the vector w at 0.

2. Keep cycling through the data

3. For every x, try classifying it: 

    ypred = f (w • x + b)

4. Update w:
    wt+1  =  wt + α(ydata - ypred)x

5. If the prediction is correct,
     w is not updated.



Learning the wi weights
= learning the coefficients of the line

(    ,     ) = (  ,  )

Training a perceptron
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Learning the wi weights
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Training a perceptron



Perceptron in more dimensions



The weakness of perceptrons: linear separability

Perceptron can do Perceptron can’t do



The solution: Multi Layer Perceptron



The solution: Multi Layer Perceptron



The MLP is the simplest neural network.



The MLP is the simplest neural network.

every neuron:



Neural networks



Neural networks






