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Problem 1

You pay $1 to play a game in which you roll one standard six-sided die. You lose your
dollar if the die is 1, 2, 3 or 4. You get your dollar back if the die is a 5, and if the die is a
6 you get your dollar back plus $2 more (total of $3).

• Calculate expected value and standard deviation for a single toss. (Be sure to include
the dollar you pay to play the game.)

• If you play the game 100 times, what are the expected value and standard error for
the sampling distribution?

• If you play the game 100 times, what is the probability that your average outcome
will be positive? (That is, you walk away with more money than what you had before
the game.)

• If you play the game 100 times, your average winnings have a 90 % probability of
being below what value?

Problem 2

The waiting time at the post office is distributed as an exponential distribution with mean
20 minutes.

• What is the probability that a client will wait more than 20 minutes?

• What would it be if the distribution were uniform?

You will go to the post office next week every day from Monday to Friday, what is the
probability that the maximum time you will wait is between 30 and 32 minutes?
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Problem 3

Show that each of the following distributions is a member of the exponential family:

• The Gaussian distribution

• The Bernoulli distribution

• The Poisson distribution

• The Beta distribution

Problem 4

Suppose that x1, x2, ..., xn are i.i.d. Poisson(θ), where θ > 0. Show that:

T = T (X) =

n∑
i=1

xi

is a sufficient statistic using the Factorization Theorem.

Problem 5

Suppose that X1, X2, ..., Xn are i.i.d. U(θ, θ + 1), where −∞ < θ < ∞. Show that:

T = T(X) =

(
X(1)

X(N)

)
is sufficient.

Problem 6

Consider the linear regression model:

Yi = β0 + β1xi + ϵi

For i = 1, 2, ..., n where ϵi are iidN(0, σ2) and the xi’s are fixed constants (i.e., not random).
In this model, it is easy to show that:

Yi ∼ N (β0 + β1xi, σ
2)
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so that θ = (β0, β1, σ
2). Note that Y1, Y2, ..., Yn are independent random variables (func-

tions of independent random variables are independent); however, Y1, Y2, ..., Yn are not
identically distributed because E(Yi) = β0 + β1xi changes as i does.

Use the factorization theorem to find a sufficient statistic T (X). Remember that dim(T ) =
dim(θ) = 3.
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