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Course description 

Measurement of latent processes and constructs like the business cycle, core inflation, 
potential output and the associated output gap, volatility, etc. is very relevant to economic 
discussion and modelling.  

The course deals with methods and models for signal extraction and filtering in economics. It 
sets off with an introduction to time series analysis in the frequency domain.  

Frequency domain methods focus on the spectral density function of stationary stochastic 
process. Inferences are based on the periodogram, which is a transformation of the series, 
based on the discrete Fourier transform, with interesting properties that bring out features 
of the series and facilitate inference for classes of time series models. The asymptotic 
properties of the periodogram will be considered and used for estimating the spectrum of a 
random process. 

For a given time series model, parametric inferences can be based on a large sample 
approximation to the true likelihood known as the Whittle likelihood. Our illustrations deal 
with estimation of ARMA, unobserved component models for trend-cycle analysis,  
parametric and semiparametric long memory models for stochastic volatility, and high-
dimensional factor models.   

High-dimensional factor models is an approach to high-dimensional time series that plays a 
pivotal role for signal extraction and forecasting. They are based on a solid representation 
theory and provide the way of distilling the co-movements in a large set of macroeconomic 
time series, without incurring in the curse of dimensionality. 

We conclude with an introduction to the class of locally stationary processes. 

 

 

 

 



Programme 

1. Stationary random processes and their second order properties:  
- The autocovariance generating function  
- The spectral density 
- Linear filters. Band-pass filtering. 
2. The periodogram 
- Definition and properties 
- Asymptotic properties 
- Nonparametric spectral estimation 
3. Maximum likelihood estimation in the frequency domain 
- Derivation of the Whittle likelihood 
- Applications: ARMA models, unobserved components models, long memory models. 
4. Signal extraction in economics:  the Hodrick and Prescott filter, the Wiener-

Kolmogorov filter, the Hamilton filter. Estimating the output gap and potential 
output. 

5. Multivariate spectral density. Coherence and phase. High dimensional factor models 
6. Introduction to locally stationary processes 
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